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Editorial

The mission of the *IJISPM - International Journal of Information Systems and Project Management* is the dissemination of new scientific knowledge on information systems management and project management, encouraging further progress in theory and practice.

It is our great pleasure to bring you the first number of the tenth volume of IJISPM. In this issue, readers will find important contributions on Robotic Process Automation, SAFe, Platform-as-a-Service post-adoption, and digital technologies adoption.

The first article, “Robotic Process Automation: a review of organizational grey literature”, is authored by Ritesh Chugh, Stephanie Macht, and Rahat Hossain. Research on Robotic Process Automation (RPA) in the last decade has increased but lags behind developments in practice. This study explores the definition, evolution, and categories of RPA, its benefits and challenges, identifies guidelines for implementation, and provides a future outlook. Since there is an evident scarcity of comprehensive grey literature reviews in the area, this study presents an extensive narrative review of organizational grey literature on RPA by analyzing sixty-one organizational reports and white papers. This study provides a unified definition of RPA and groups the many categories of RPA into three types: basic automation, cognitive automation, and artificial intelligence. The study identifies the benefits of RPA and categorizes them into monetary; simplicity; efficiency and productivity; flexibility and scalability; reliability and consistency; compliance and governance; customer satisfaction; employee efficiency; and other long-term organizational benefits. The main challenges of RPA are awareness and perception of RPA; uncertainty about how to prepare for RPA; change management challenges while implementing RPA; and challenges associated with RPA vendors. Three main steps of RPA implementation are highlighted.

The title of the second article is “Changes to team autonomy in large-scale software development: a multiple case study of Scaled Agile Framework (SAFe) implementations”, which is authored by Tomas Gustavsson, Marthe Berntzen, and Viktoria Stray. Large-scale transformations of agile ways of working have received more attention in the industry in recent years. Some organizations have developed their own solutions for scaling, whereas many have chosen trademarked frameworks. In large-scale agile software development, many developers and development teams carry out work simultaneously. When autonomous teams need to coordinate toward a common goal, they must sacrifice some level of autonomy. Development, testing, and integrations need to be coordinated with other teams and aligned with an organization’s programs or portfolio. Through the conducting of 28 interviews and 17 on-site visits, this multiple case study explored how team autonomy changed in three agile software development organizations that implemented the Scaled Agile Framework (SAFe). The positive changes to team autonomy that they experienced as a result included getting a better overview, making better long-term decisions, giving and receiving help, and signaling limitations. The authors found two negative impacts on team autonomy: limited feature choice and enforced refinement.

The third article, authored by Frederik Wulf, Markus Westner, and Susanne Strahringer, is entitled “We have a platform, but nobody builds on it – what influences Platform-as-a-Service post-adoption?”. When higher-level management of a company has strategically decided to adopt Platform-as-a-Service (PaaS) as a Cloud Computing (CC) delivery model, decision-makers at lower hierarchy levels still need to decide whether they want to post-adopt PaaS for building or running an information system (IS) – a decision that numerous companies are currently facing. This research analyzes the influential factors of this managerial post-adoption decision at the IS level. A survey of 168 business and Information Technology (IT) professionals investigated the influential factors of this PaaS post-adoption decision. The results show that decision-makers’ perceptions of risks inhibit post-adoption. Vendor trust and trialability reduce these perceived risks. While competitive pressure increases perceived benefits, it does not significantly influence
PaaS post-adoption. Controversially, security and privacy, cost savings, and top management support do not influence post-adoption, as opposed to findings on company-level adoption.

“Effects of the use of digital technologies on the performance of firms in a developing country: are there differences between creative and manufacturing industries?”, is the fourth article and is authored by Jean Pierre Seclen-Luna, René I. Castro Vergara, and Hellen Lopez Valladares. This paper aims to analyze the effects of the use of digital technologies on firms’ net sales and productivity. The technology adoption approach is applied in empirical research using data from the National Enterprise Survey in Peru. Using the OLS method on a sample of 2,970 firms from creative and manufacturing industries in Peru, the effects of digital technologies on net sales and productivity are determined. Findings indicate that there is a positive relationship. However, these relationships can be different depending on the type of digital technology, the size of the firm, and the manager’s gender proportion.

We would like to take this opportunity to express our gratitude to the distinguished members of the Editorial Board, for their commitment and for sharing their knowledge and experience in supporting the IJISPM.

Finally, we would like to express our gratitude to all the authors who submitted their work for their insightful visions and valuable contributions.

We hope that you, the readers, find the International Journal of Information Systems and Project Management an interesting and valuable source of information for your continued work.

The Editor-in-Chief,
João Varajão
University of Minho
Portugal
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1. Introduction

The integration of information systems in workplaces is not new, but the integration of software tools to automatically carry out business processes is an emerging and growing trend. Most previous automation was limited to the manufacturing sector that used physical robots for labor-intensive tasks (blue-collar robotization). However, now robots, also known as software robots, are proliferating knowledge-intensive tasks (white-collar robotization). Robotic Process Automation (RPA) is the use of software tools to automate or digitize business processes in order to eliminate mundane, tedious, repetitive, and predictable tasks that were previously carried out by humans [1]. The benefits of automating processes are manifold, such as lowering process costs, improved efficiency, error reduction, and employee and customer satisfaction [2]. It is predicted that the RPA market will grow to $2.9 billion by 2021 from a mere $250 million in 2016 [3]. The estimated potential economic impact of technologies that will automate knowledge work is forecast between $5-7 trillion by 2025 [4]. RPA plays a critical role in structuring information systems [5]. In fact, RPA is used to interact with different information systems without replacing existing systems [6]. It can also be argued that RPA provides agility to information systems. Furthermore, RPA can be used to automate many processes, including those in the project management journey [7].

Digital transformation describes the shift from traditional processes to automated ones using digital technologies with the aim of improving operational processes [8], and the importance of information systems in achieving these aims cannot be overstated [9]. RPA is the next step to traditional business process automation as it encompasses elements of rule-driven artificial intelligence and robotics to perform repeatable business processes with speed, quality, and reliability. It is vital for organizations and their business functions to constantly navigate the changing digital landscape in the current digital environment. All organizations and their inherent business functions must continuously innovate, change, and adapt to changing trends to achieve benefits. RPA is one such trend that allows organizations to reap multiple benefits as it enables rule-driven, mundane processes to be automated so that staff can concentrate on other knowledge-intensive tasks. RPA is not just about technology enablement that assists humans but about software automation that replaces the work previously carried out by humans [10, 11]. Moreover, business process management initiatives need to consider the changing boundaries between work done by people and software robots [12].

RPA also delivers a more than 40% increase in full-time-equivalent workload, a 40% reduction in average handling cycle time, and a 30-80% reduction in processing costs [13]. In a similar vein, the National Association of Software and Services Companies highlighted that the use of RPA could yield cost reduction of 35-65% for onshore process operations and 10-30% for offshore delivery, with a short recovery period of investment ranging from 6-9 months from the implementation [14]. A variety of RPA vendors are vying for customer attention in the market, offering varying functionality. There is a surge in demand for RPA tools offered by commercial vendors [6]. Some strong performers and leaders in the RPA market are EdgeVerve Systems, Nice, Kofax, Redwood Software, Pegasystems, WorkFusion, UiPath, Blue Prism, and Automation Anywhere [15].

Business process environments benefit from RPA as it delivers intelligence, flexibility, and adaptability [16]. According to the Institute for Robotic Process Automation [17], an RPA software robot costs one-third the price of a full-time offshore employee and one-fifth the price of an onshore employee. Software robots, an integral part of RPA, can mimic humans and interact with applications on their behalf to perform a range of high-volume, transactional business processes such as collecting data from an online source, triggering activities, processing orders, responding to email queries, processing payroll records, processing insurance claims and registering patients. The examples also demonstrate that RPA has the potential to effectively carry out hundreds of tasks in a variety of different industries, including insurance, healthcare, banking, mortgage, education, and mining. An RPA software robot is capable of carrying out 600 actions in some situations, directly interacting with business applications and process transactions [18]. Process automation technologies could impact nearly 50% of the activities carried out by the global workforce [19].
The term RPA was coined in the early 2000s [20], and industry has displayed significant interest in and uptake of RPA since then. However, academic research on the matter lags, and there is still a dearth of peer-reviewed studies in this domain [1]. Nonetheless, at the time of writing, five RPA literature reviews were found: first, a conference paper that systematically reviewed only the scientific literature until March 2019 [21]; this review identified 36 scholarly papers about RPA and specifically explored the state of scholarly research in this field, the difference between RPA and Business Process Management, and the uses of RPA as discussed in the scholarly literature. While this initial review provides an excellent starting point to explore the current knowledge about this new automation solution, it highlights the lack of scholarly publications in this emerging field. The second available review by Syed and colleagues (2020) expands its literature base by analysing 125 peer-reviewed and white papers on RPA, focusing on the definition of the term, its benefits, organizations’ RPA readiness, RPA’s potential, methodologies to apply RPA, and RPA technologies. They included only those white papers that were referenced in published academic literature and unfortunately did not specify which white papers this referred to, or which findings emerged from which type of literature. They also failed to outline the timeframe of their literature search, but an investigation of their reference list shows only two sources from 2019, suggesting that their literature search also ended no later than early 2019. The third review by Enríquez et al. [22] presented an in-depth analysis of 54 primary studies from scientific and industrial literature to describe RPA and reviewed 14 commercial tools. However, the focus on industrial literature was conspicuous. The fourth review by Beetz and Riedl [23] concentrated on developing a process evaluation model to identify RPA-suitable business processes and did not utilize industry-based literature. Finally, the literature review by Santos, et al. [24] also did not look at grey literature; neither did it explore literature beyond 2018.

Given the rapid development in this field and the fact that industry-based knowledge seems to be significantly ahead of academic knowledge, it is essential to explore the concept from an industry literature perspective specifically. Such a perspective can add useful knowledge currently missing in the RPA space. Therefore, to address the gap, it is the purpose of this study to present a narrative review of only the non-academic RPA literature to provide a conceptual, bird’s eye overview of RPA from an industry perspective. More specifically, this study focuses on exploring the definition, evolution and categories of RPA, its benefits, and challenges, as well as guidelines for implementation and future outlook for RPA. Given the emerging interest in this field, such a review is timely and warranted to guide future research and inform researchers and industry practitioners. To achieve its aims, this study explores only grey literature in the form of organizational reports and white papers produced by companies that analyze, develop, sell, and recommend RPA and RPA products. In most instances, the companies focus on outlining the trends, impact, vendors, benefits, and challenges of RPA.

The 1997 Luxembourg Convention on Grey Literature defines it as literature “produced on all levels of governmental, academics, business and industry in print and electronic formats, but which is not controlled by commercial publishers” [25]. Based on this definition, grey literature examples can include research reports, conference proceedings, white papers, unpublished data, evidence from websites, dissertations, government reports, and fact sheets [26]. Grey literature, which is published outside of the traditional format and does not undergo the typical academic peer-review processes, has increased in the current digital environment [27, 28]. It comprises a diverse body of material and is recognized as a shift from evidence-based to evidence-informed decision making [29]. Moreover, grey literature provides important contextual contemporary information and can reinforce the wisdom of organizational practice not supported by scientific proof [30]. Grey literature can overcome the shortcomings of reliance purely on peer-reviewed literature (e.g., bias towards publishing significant results only) and can make positive contributions to inquiry and practice, especially in fields where a lag of scholarship is evident [28].

The remainder of the paper is organized as follows. The next section sketches the research method. This is followed by a reflection on the evolution of RPA, its various definitions, and categories. In section four, the benefits and challenges of RPA are outlined. Steps for RPA implementation are highlighted in section five, along with a future outlook. Finally, the key premises of the paper have been summarised along with the limitations of this study and avenues for further research in the conclusion section.
2. Research method

In this study, a narrative literature review was conducted. Narrative literature reviews gather, critique, synthesize and summarise literature with an aim to address a subject area and draw conclusions [31]. To ensure the literature search was rigorous and achieved objectivity, inclusion and exclusion criteria were used. To define the literature search limits, only the phrase “robotic process automation” was used. This was to ensure that process automation is not mixed with robotic process automation, as there is a vast difference between the two. As previously mentioned, the scholarly, peer-reviewed literature in this field is scarce, but nonetheless, a few reviews of RPA literature already exist. However, what is missing is the knowledge to be gleaned from industry publications, particularly given that the industry appears to be ahead of academic researchers in the context of RPA. Thus, to address this gap and provide a holistic overview of RPA, this study’s literature review is restricted to grey literature only.

Despite the significant benefits that grey literature can provide to the academic community, it is essential to acknowledge that it is not free from its own shortcomings, which include the diversity of document types that constitute grey literature, the likely bias in some of those documents, the difficulties of evaluating inclusion in studies (as grey literature may not have an abstract), and the fact that search for grey literature may not be entirely replicable [32]. In order to address these main shortcomings, grey literature experts (e.g. [28]) suggest that authors who use grey literature be particular in their explanation of the inclusion criteria and literature search and evaluation processes.

To evaluate which literature to include, the AACODS framework was used [33]: Authority, Accuracy, Coverage, Objectivity, Date, and Significance. Following the need to ensure grey literature is accurate and written by an authoritative source (Authority criterion), this review focused only on reports and white papers produced by organizations that verifiably work closely with RPA (Significance criterion) – these are companies that analyze, develop, sell, and recommend RPA and RPA products. This focus on the otherwise unmanageably large diversity of grey literature ensured the systematic collection of relevant literature and supported the evaluation according to the remaining criteria.

Google’s web search engine was used to search for the organizational reports and white papers as it indexes them and provides relevant search mechanisms [34]. Using the advanced search functionality, the search was constrained to English documents published between 01/01/2015 to 31/12/2020 using the exact phrase “robotic process automation” (Coverage criterion). The year limitation was determined through Google Trends for the term “robotic process automation”. Globally, interest over time for RPA was lower than 10 in January 2015 and reached a high of 100 in January 2020, although it dwindled to 67 in December 2020 (see figure 1). A value of 100 demonstrates peak popularity for RPA. Furthermore, the limitation in publication years was also restricted to the last six years because by 2015, RPA was considered to be at the early majority stage of adoption [10], and a lot has been accomplished in this area after 2015 (Date criterion). Finally, to make the search manageable and due to a lack of other search fields in Google’s search engine, the search was limited to Adobe Acrobat PDF file types only.

![Fig 1. Interest over time for RPA](image-url)
One of the researchers carried out the above-mentioned search, which another researcher subsequently retested. As a result, Google turned up with 336 items, of which 40 were immediately excluded (7 pages not found; 6 suspicious websites were blocked; and 27 personal reports not related to organizations). To ensure objectivity, only one researcher was initially involved in screening the remaining 296 records so that the inclusion criteria (summarised in table 1) were not interpreted differently by the research team, and no bias was introduced [35]. Subsequently, however, a second researcher verified all records.

### Table 1. Inclusion and exclusion criteria

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature from 2015 to 2020</td>
<td>Before 2015</td>
</tr>
<tr>
<td>Written in the English language</td>
<td>Other languages</td>
</tr>
<tr>
<td>Grey literature in the form of organizational reports and white papers by companies that analyze, develop, sell, and recommend RPA and RPA products</td>
<td>Non-organizational reports, news releases, specific product brochures, and case studies</td>
</tr>
<tr>
<td>Literature with a sole focus on RPA</td>
<td>Literature focusing on Intelligent Process Automation (IPA) and Process Automation</td>
</tr>
<tr>
<td>Adobe Acrobat PDF file types only</td>
<td>Other file formats</td>
</tr>
</tbody>
</table>

The remaining records were assessed for their fitness and relevance by reading the titles, abstracts (where available), and complete documents where necessary. To comply with the AACODS Accuracy and Objectivity criteria, only organizational reports and white papers with clear non-promotional aims were considered, and records that could be classified otherwise (e.g., news releases, specific product brochures, and case studies) were eliminated at this stage. This finally led to a shortlist of sixty-one organizational reports and white papers. Table 2 provides a brief description of the shortlisted records (arranged in chronological order) that have been used in this literature review, along with the authoring organization’s name and the document’s title.

The specific research questions (RQ) that guided the analysis of the shortlisted items are:

**RQ1:** What is RPA, its evolution, and its categories?

**RQ2:** What are the benefits and challenges of RPA?

**RQ3:** What are the implementation guidelines for RPA and its future outlook?

Often Internet-based sources can be challenging to locate because the original documents may have been altered, deleted or the uniform resource locators (URLs) changed, thus making the cited URLs obsolete [36]. To allay these URL decay concerns, the Adobe Acrobat PDF files of the sixty-one shortlisted documents are deposited in the Figshare research digital repository [37].

The shortlisted documents were grouped according to their similarities, and critical analysis was conducted [38] to address the aims and answer the research questions. In the following sections, a discussion of the findings of the documents ensues, along with the summary and commentary.
## Table 2. Shortlisted organizational reports and white papers

<table>
<thead>
<tr>
<th>Name of the authoring organization and year published</th>
<th>Title of the document</th>
<th>Description of the content</th>
</tr>
</thead>
<tbody>
<tr>
<td>EY, 2015 [42]</td>
<td>Robotic Process Automation</td>
<td>Focuses on RPA and the benefits and opportunities it can provide to organizations.</td>
</tr>
<tr>
<td>Atos, 2016 [43]</td>
<td>Robotic Process Automation for Smarter and Better Working</td>
<td>Explores practical experience on how organizations can create the conditions for successfully using RPA.</td>
</tr>
<tr>
<td>Fujitsu, 2016 [40]</td>
<td>If You Can Teach It, You Can Automate It: Robotic Process Automation</td>
<td>Describes software robotics and RPA, provides RPA use cases and reasons to automate.</td>
</tr>
<tr>
<td>The Hackett Group, 2016 [69]</td>
<td>Understanding Robotic Process Automation: Value Proposition, Deployment Model and Use Cases</td>
<td>Analyzes RPA’s value proposition and how RPA is used.</td>
</tr>
<tr>
<td>Infosys, 2016 [50]</td>
<td>Robotic Process Automation (RPA): Now is the Time to be Future Ready</td>
<td>Expands on the scope of RPA with cases and provides the RPA lifecycle.</td>
</tr>
<tr>
<td>KPMG, 2016 [77]</td>
<td>Rise of the Robots</td>
<td>Explores the benefits of robots and AI/cognitive automation technology and outlines nine steps for RPA innovation.</td>
</tr>
<tr>
<td>PwC, 2016 [66]</td>
<td>Robotic Process Automation: Creating a Digital Workforce</td>
<td>Makes a case for creating a digital workforce and identifies suitable processes for RPA.</td>
</tr>
<tr>
<td>PwC, 2016 [61]</td>
<td>People, Change… and Robots</td>
<td>Explores how businesses can embrace RPA by engaging with employees to create organizational and cultural change for the successful adoption of RPA.</td>
</tr>
<tr>
<td>PwC, 2016 [73]</td>
<td>Organize Your Future with Robotic Process Automation</td>
<td>Outlines the benefits of RPA, along with the steps in end-to-end proof of concept.</td>
</tr>
<tr>
<td>Brickendon Consulting, 2017 [78]</td>
<td>Robotic Process Automation (RPA)</td>
<td>Provides the challenges, opportunities, and implementation considerations for RPA.</td>
</tr>
<tr>
<td>Name of the authoring organization and year published</td>
<td>Title of the document</td>
<td>Description of the content</td>
</tr>
<tr>
<td>------------------------------------------------------</td>
<td>------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>DXC Technology, 2017 [67]</td>
<td>Robotic Process Automation Brings the Future to Your Workplace</td>
<td>Examines the state of RPA in the Australian and New Zealand market.</td>
</tr>
<tr>
<td>EY, 2017 [49]</td>
<td>Insights on Robotic Process Automation</td>
<td>Discusses characteristics for RPA candidacy, its levels, the business functions that can derive benefits, and critical success factors in RPA implementation.</td>
</tr>
<tr>
<td>Initio, 2017 [51]</td>
<td>RPA: The Automation of Automation</td>
<td>Provides an understanding of RPA, what it can do, its benefits, and the application of RPA in the banking, financial services, and insurance industry.</td>
</tr>
<tr>
<td>Knowledge Capital Partners (KCP), 2017 [52]</td>
<td>Robotic Process Automation: Benchmarking the Client Experience</td>
<td>Summarises the experience of Blue Prism (a leader in RPA) clients by looking into the attributes and capabilities of RPA software and the value achieved.</td>
</tr>
<tr>
<td>Kofax, 2017 [41]</td>
<td>Creating a Digital Workplace</td>
<td>Justifies the importance of eliminating manual tasks with RPA along with the outcomes for different industries.</td>
</tr>
<tr>
<td>KPMG, 2017 [79]</td>
<td>Accelerating Automation: Plan Your Faster, Smoother Journey</td>
<td>Outlines principles to accelerate automation, an action plan for the first 100 days of RPA, and operating model considerations.</td>
</tr>
<tr>
<td>Now We Comply, 2017 [71]</td>
<td>Robotic Process Automation: The New Engine of Business Innovation</td>
<td>Looks at the types of RPA tools, operational impacts, enabling effects, and use cases across key business domains.</td>
</tr>
<tr>
<td>Wipro, 2017 [96]</td>
<td>Robotic Process Automation: Driving Efficiency the Smarter Way</td>
<td>Outlines benefits of RPA along with an approach for deploying RPA.</td>
</tr>
<tr>
<td>Name of the authoring organization and year published</td>
<td>Title of the document</td>
<td>Description of the content</td>
</tr>
<tr>
<td>-----------------------------------------------------</td>
<td>-----------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Deloitte, 2018 [89]</td>
<td>Understanding the Challenge of Implementing Your Virtual Workforce: Robotic Process Automation as Part of a New Social-Technological Paradigm</td>
<td>Discusses a change management approach that is focused on closely aligning people, processes, and structure in RPA implementations.</td>
</tr>
<tr>
<td>EY, 2018 [86]</td>
<td>Risk and Control Considerations Within Robotic Process Automation Implementations</td>
<td>Provides an insight into risk management in RPA implementations, particularly looking at risk considerations and controls.</td>
</tr>
<tr>
<td>Kofax, 2018 [74]</td>
<td>The Ultimate Guide to Choosing the Right Robotic Process Automation Solution</td>
<td>Provides a list of key features and functionality that businesses should look for in an RPA solution.</td>
</tr>
<tr>
<td>KPMG, 2018 [63]</td>
<td>Delivering Value in Procurement with Robotic Process Automation</td>
<td>Proposes the deployment of RPA bots to enhance procurement processes and reduce costs.</td>
</tr>
<tr>
<td>PwC, 2018 [98]</td>
<td>Robotic Process Automation in a Virtual Environment</td>
<td>Outlines the benefits of RPA in a virtual environment, along with the challenges faced by RPA developers.</td>
</tr>
<tr>
<td>Skymind, 2019 [95]</td>
<td>Introduction to AI and Robotic Process Automation</td>
<td>Compares RPA and AI as distinct technologies and how they can be merged.</td>
</tr>
<tr>
<td>VNC, 2019 [76]</td>
<td>Robotic Process Automation</td>
<td>Provides an overview of RPA, its benefits, tools, and an outlook.</td>
</tr>
<tr>
<td>Dell Technologies, 2020 [54]</td>
<td>Bridging Digital Transformations Through RPA</td>
<td>Discusses the adoption strategy of RPA, along with transformation use cases and keys to successful implementation.</td>
</tr>
<tr>
<td>Infosys, 2020 [57]</td>
<td>Security Considerations in Robotic Process Automation</td>
<td>Examines how RPA could increase security risks and how to mitigate the risks.</td>
</tr>
</tbody>
</table>
3. RPA definition, evolution, and categories

Most pieces of the analyzed grey literature do not clearly define RPA but instead focus on what RPA does (i.e., describing the types of processes that it can automate) and its benefits. To define and describe RPA, all pieces of the grey literature use a wide range of diverse terms and phrases, ranging from generic phrases like “RPA is a particular type of digitization” [39], over definitions of the term robot alone (e.g., robots “actually are software tools” [40]), and metaphors like “RPA creates a digital workforce that works side-by-side with your employees” [41], to detailed explanations of what RPA can do, e.g.:

“The Institute for Robotic Process Automation (IRPA) defines RPA as the application of a technology. This technology allows employees in a company to configure computer software or a robot to capture and interpret the existing applications for processing a transaction, manipulating data, triggering responses and communicating with other digital systems.” [42]

While this plethora of definitions for RPA has resulted in ambiguity, it is possible to identify common themes across most of these definitions:

- The use of robots, or ‘bots’, in RPA: bots are software tools, i.e., virtual or digital assets;
- RPA as a software-based approach/application of technology to automate processes;
- Location of processes: office-based, computer-based, software processes;
- Nature of processes: most commonly referred to as rules-based, repetitive, and manual;
- Relationship with humans: bots mimic human activities and automate processes previously carried out by humans.

By combining these common themes into one single, unified definition of RPA, this study proposes and defines RPA as follows:

“RPA is the application of software-based technology to automate repetitive office tasks and rule-based processes, which were previously carried out manually by humans on a computer. RPA does this with the help of robots (‘bots’ for short), which are advanced software tools that mimic human activities and can be described as digital, virtual employees that work alongside the human workforce.”

RPA follows in the footsteps of much earlier advances in machine and manufacturing automation, allowing machines to mimic manual tasks previously carried out by humans [43, 44]. During the 1990s, in order to also achieve cost reduction and standardization of office-based computer processes, organizations have previously looked towards IT systems, such as Enterprise Resource Planning (ERP) and Customer Relationship Management (CRM) systems, and labor arbitrage through offshoring, outsourcing, and the generation of centralized global shared services [42, 45-48].

The grey literature still refers to traditional information technology (IT) systems and labor arbitrage as alternatives to RPA. However, both options are fraught with emerging inadequacies: traditional IT systems have their limits, they require extensive IT support, often take a long time to implement, and do not make use of the latest technologies, such
as advancements in Artificial Intelligence (AI) [39, 49-51]. Previous benefits from offshoring/outourcing, on the other hand, are eroded due to rising labor costs, skill shortages, and increasing turnover in developing countries [39].

Therefore, since the 2000s, organizations have started to look to robotics to automate their processes in an attempt to continue to achieve their cost reduction and standardization objectives [48]. Similar to the development of other new technologies and cost reduction strategies (including outsourcing), the development of RPA has also started with a “Hype and Fear” phase [52], during which RPA adoption has increased [45]. This seems to have ended around 2016 when organizations moved into a return on investment-focused phase, where they combined proof of concept and pilot projects to develop learning and good practice guidelines; this largely focused on back-office processes [45]. Mature organizations have then moved into a “triple win” phase, where they can reap benefits for shareholders, employees, and customers. In 2017, very few organizations moved into phase 4, in which RPA is institutionalized and integrated into the business [52]. The ongoing evolution of RPA demonstrates that organizations are now looking to automate all manner of processes, not merely back-office processes [45]. This development has very recently been expedited through the social distancing and lockdown requirements imposed during the COVID-19 pandemic: many organizations were forced to implement drastic cost-cutting and efficiency-improving measures, such as automation of simple, repetitive tasks to reduce the workforce or free up human resources to execute more value-adding tasks [53-60]. Moreover, the pandemic also required organizations to facilitate remote working – this meant that particularly paper-based legacy systems and associated processes were no longer possible, thus leading to organizations needing to re-think their processes [53-60].

Many of the grey literature pieces analyzed in this study suggest that RPA can be categorized into “types of automation” [49], “levels of automation” [48], “automation classes” [39], or even “stages of RPA” [61]. Deloitte [62] referred to this as the “automation spectrum”, whereby RPA can be categorized according to the level of automation it provides, as defined by the type and amount of data it can process, as well as the nature of activities it can perform. The grey literature suggests that RPA can be classified either into three or five such categories, ranging from Basic Automation, over more Cognitive or Intelligent Automation, to true Artificial Intelligence. Similar to the development of other new technologies, the types of RPA presented in the grey literature are also confusing as some reports use different terminology to describe the same types, while others group different types together and use their own terminology to describe those.

Since the purpose of this study is to provide an extensive overview of RPA, we are grouping the literature categories into three overarching types of RPA, which could be placed on the ends and middle of the automation spectrum:

1. **Basic Automation** (also referred to as Class 1, Stage 1, Level 1, or RPA itself): Most of the current RPA falls in this category. Robots make use of structured data, can process large amounts of data at once, are able to operate between different applications, but they merely mimic human action in routine, repetitive, rules-based, simple, and somewhat complex tasks. Humans are required to become involved to deal with exceptions. Some examples of Basic Automation include data entry, document workflow, task scheduling, and procurement [61, 63, 64]. [53-60] refers to these robots as ‘doing bots.’

2. **Cognitive or Intelligent Automation** (also referred to as and/or including Structured Rules, Pattern-based Decisions, Class 2, Enhanced Process Automation, Level 2 and/or Level 3, AI-aware RPA): Some of the currently existing RPA falls into this category. However, in comparison to Basic Automation, robots in this category can carry out more sophisticated processes, can deal with non-routine processes, unstructured data and/or natural language – in [53-60] words, these are ‘thinking bots.’ Robots in this category may start to mimic human judgment and exception handling by relying on machine learning and/or human aid. Examples of Cognitive Automation include speech tagging and language processing [39, 61, 64].

3. **Advanced Automation or Artificial Intelligence** (also referred to as Level 4 and/or Level 5; Multiple Decision Making; Cognitive Intelligence, Computing, or Platform; Autonomous System; Class 3): This category of RPA self-manages, adapts/learns from self-analyzed data and experience (including knowledge external to the specific applications it engages with), and is able to make decisions and improvements that require judgment. It may even go as far as to be able to think and learn like humans, entirely autonomously without human
involvement – hence, [53-60] nomenclature of ‘learning bots.’ However, RPA is not currently at this stage of development (yet). An example of such Advanced Automation is if a bot was to make decisions based on it sensing the mood of the user it interacts with [39, 61, 64].

In addition to these types of RPA, the grey literature also refers to other distinctions of RPA tools, from which organizations can choose:

- **Unattended or enterprise-level RPA** whereby automation takes place at the server level, and bots operate silently in the background without human involvement vs **attended or desktop-level RPA** which operates assisted by a human, often at the individual workstation level, and may be referred to as Robotic Desktop Automation or RDA [62, 65, 66]. There is also a possibility for hybrid RPA, whereby organizations deploy a mix of desktop-based and server-based RPA [53-60].
- **Generic RPA tools** which may be suitable for various different processes vs. **process-specific tools** that are designed specifically to automate very particular processes [62].
- **Do-it-for-me services** whereby organizations purchase bots and potentially also the management of those through RPA vendors and consultants vs **do-it-yourself solutions** whereby organizations build and deploy their own bots [45, 67].

4. Benefits and challenges of RPA

The grey literature highlights a large number of various benefits that RPA can provide to various organizational stakeholders. Although these benefits mutually affect one another, they can be grouped into the following themes: monetary benefits; simplicity; efficiency and productivity; flexibility and scalability; reliability and consistency; compliance and governance; benefits for customers; benefits for employees; and long-term organizational benefit.

The main benefits of RPA, as presented in all pieces of grey literature, are of a monetary nature: cost saving in comparison to traditional forms of process optimization and quick return on investment [65, 68, 69] [53-60]. This includes savings in terms of:

- Facilities: bots do not require office space [48, 70];
- Personnel costs: implementing RPA reduces headcount, which also reduces the cost of recruitment, training, and managing Human Resource issues [45, 48, 70];
- IT costs: RPA does not require expensive IT upgrades [67]; and
- Costs of offshoring and outsourcing: bots do not require supervision or negotiation with outsourcing partners [48] and are geographically independent [53-60].

These monetary benefits are seen rapidly, with short payback periods, because RPA is quick to implement due to its second main benefit: simplicity. RPA is non-invasive as it sits on top of and complements existing infrastructure [68]. Organizations do not need to replace, redesign or reconfigure legacy interfaces and systems [67, 71]. Deployment and management of RPA bots do not require extensive involvement from the IT function as its configurations, controls, and interfaces are simple and accessible to non-IT specialists [72, 73]. There is even the option of robotic self-help in case issues need to be remedied [50]. Deployment is non-disruptive to the organization’s day-to-day operations [68], and can thus be considered a low-risk automation option [53-60].

Another benefit mentioned in all pieces of literature is the increased efficiency and productivity that RPA can provide to organizations. Bots do not require time to adapt to a new working environment, there is no learning curve, and they are able to work 24 hours a day, 7 days a week, 365 days a year [45, 68]. By being able to multitask in the background, they can operate side by side with humans and complete the repetitive and low-value tasks that stifle their human co-workers’ productivity [74]. Bots complete these tasks in a fraction of the time that a human would require, thus increasing cycle time, response time, transaction turnaround time, and throughput [45]. RPA integrates data from
different systems, thus replacing the inefficient human ‘swivel chair’ movements of switching between different applications to complete the same process [65, 68]. This integration also enables the automation of processes in the ‘white spaces’ between different technologies as it facilitates collaboration and data sharing between different organizational units and even between organizations and external partners [71-73]. Since RPA is centrally managed, it does not require inefficient maintenance on each individual desktop, and it operates with minimum need for human intervention [52, 74, 75]. The implementation of RPA facilitates standardization of all elements relating to the process (e.g., consistent naming of files) and compression of activities while highlighting other processes, especially those that add little value to the organization, that further deployment of RPA could also improve [68, 73, 76].

This leads to the fourth key benefit of RPA: flexibility and scalability. RPA can be implemented on any scale, allowing organizations to pilot and experiment with bots on individual processes, or even sub-processes, at the start of their RPA journey or at any point of expansion [45, 73]. RPA is easy to scale up and down, and it adapts to changing business needs, which makes it highly useful for organizations that deal with seasonal variations, peak and trough times, data surges, variable labor availability, or uncertain environments [70, 77] – the latter has proved a particular benefit during the recent COVID-19 pandemic, in which many organizations had to deal with unpredictable or even unprecedented demand [53-60]. As RPA can be redeployed elsewhere on short notice, it adds to an organization’s agility and resilience [46], which is also developed through RPA’s reliability and consistency, which the grey literature highlights as a fifth key benefit of RPA.

Reliability and consistency derive from the fact that RPA bots do not lose concentration as their human counterparts would, and they always operate with 100% accuracy and predictability and do not make human errors [45, 53-60]. This not only reduces the number of processes that need to be re-worked but also increases the quality of outcomes [47, 78]. RPA operates within and between multiple systems at once, and it has much higher processing power than its human counterparts. As such, RPA can gather and process vast amounts of data in real-time, automatically feed them into business analytics and reporting, and seamlessly integrate data from multiple IT systems [43, 67, 68, 77]. This allows organizations to access highly accurate management information that supports forecasting and planning, decision making, and resource allocation [46, 71].

Accurate management information further supports the achievement of another key benefit of RPA: increased compliance and governance. All process steps, which RPA completes, are documented transparently and constitute further data that can be analyzed for reporting and monitoring purposes [79]. RPA not only eliminates some of the biggest compliance threats, including human error, data leaks, and criminal intentions but also monitors human transactions for unusual activities. In comparison to traditional outsourcing, organizations that use RPA retain full control over how processes are completed [45, 46]. By providing 100% accuracy in processes, RPA increases organizations’ ability to comply with regulations and governance requirements, which also reduces non-compliance fees and time to remedy [78]. Given that RPA can adapt to changing circumstances, it can implement new regulations quickly and cheaply, thus providing added benefit in industries that face regular changes in regulations [52, 71].

Organizations that comply with regulations provide more accurate service to customers, which means that RPA also increases customer satisfaction and quality of service delivery [52, 78]. RPA can even support organizations in revamping their entire customer experience as bots can not only speed up straight-through processing, but also provide customized solutions that require less effort from customers, for instance, by using bots to offer self-service options [39, 48, 65].

Employees are another stakeholder group, which benefits from RPA as the latter carries out the repetitive, low value, monotonous and boring tasks and thus frees up employees to focus on exception handling and tasks that require emotions, human relationships, intelligence, judgment, and interpretation [53-60]. This releases talent into more interesting and challenging activities (e.g., innovation), which better uses people’s skills, improves working conditions, work-life-balance (particularly during peak times) and increases employee motivation, which in turn positively affects staff engagement, attrition, and employee health [43, 45]. As such, employees can be redeployed rather than laid off, as they can now focus their efforts more on those activities that add value to customers, which supports customer satisfaction [39, 64]. RPA also augments talent as it requires organizations to redesign job roles and allows employees to make use of upskilling opportunities, which – in the long run – enhances their value in the labor market [52, 70].
Overall, the above-mentioned benefits of RPA can produce additional, long-term benefits for organizations. RPA can be seen as one step towards digital transformation and lean management, which can support organizational growth, competitive advantage, and the development of new capabilities that allow organizations to better compete with born-digital start-ups. Organizations that embrace RPA are seen as innovators and high-quality service providers, which has reputational benefits [45, 67, 71, 80].

Despite these significant benefits, RPA is not without its challenges. The grey literature discusses the main challenges, which can be grouped as follows: awareness and perception of RPA; uncertainty about how to prepare for RPA; change management challenges while implementing RPA; and challenges associated with RPA vendors.

Stakeholders’ awareness and perception of RPA pose a significant challenge to companies considering RPA implementation. Many organizations report limited awareness of RPA and its benefits and drawbacks, while others report various diverse perceptions; the latter range from the highly negative misconception that RPA will threaten humanity [51], over the traditionalist skeptics who argue in favor of the proven benefits of offshoring as a barrier for RPA [81], to the extremely positive myths that RPA is a panacea that automatically standardizes organizational processes [79]. Although awareness of RPA has increased since 2017 [82], some lack of understanding of the reality of RPA persists, which may lead to distrust, negative attitudes, and active resistance to RPA by those with opposing views, while potentially leading to wrong, unclear, or unmet expectations and poor decision making on the part of those with positive views [45, 47, 61].

Insufficient understanding of RPA also means that many decision-makers lack knowledge of how to prepare for RPA. They may be unsure whether or how RPA could fit in their organization, how to build a business case for implementation, where to begin with RPA deployment, whom to involve, and which processes to automate [62, 77], [53-60]. A key challenge regularly mentioned in the grey literature is for organizations to ensure that RPA is not just considered a project. Instead, it needs to be seen as a strategic move that holistically fits into the overall IT strategy based on an appropriate business case and planned in detail [83, 84]. While preparing for RPA, it is also challenging for organizations to identify which processes can be automated, which RPA solutions to choose, and whom to involve in the process [52]. More recently, a shortage of RPA specialists who can design and implement RPA at scale seems to emerge and add to the challenges organizations may face when seeking to deploy RPA [85].

Once RPA is being implemented, it also carries various challenges, mostly relating to change management, the setting up of bots, and – more recently – concerns around cybersecurity, to which bots are not immune [82, 86, 87]. Change management is a key element of any RPA process as it requires a change in mindset for many stakeholders and will affect workforce management [62, 83]. Re-deployment and upskilling opportunities for employees, whose role will be affected by RPA, need to be developed, while Human Resource processes in terms of recruitment and training need to be amended [44, 46, 79]. Organizations have to communicate clearly and effectively with all stakeholders, and RPA deployment must involve diverse stakeholders as well as top management buy-in [88]. It is challenging to understand that deployment, despite being reasonably quick, requires organizations to make old legacy systems potentially RPA-ready and put in place exception handling systems and time to train the bots [52, 75, 88]. The more recent grey literature regularly refers to the importance of open communication with the IT function in particular as this may not be directly required to deploy the simple bots, but (perceived) lack of involvement of the IT function in the RPA implementation can result in negativity towards RPA [82, 89].

Implementation of RPA is particularly challenging and may become expensive if organizations choose in-house development of RPA [68], but the alternative – that is, to use vendors to support organizations with the choice, implementation [15], and maintenance of RPA – is equally fraught with challenges. The vendor landscape consists of many different vendors, which offer different services, use their own terminology, and may even rely on ‘RPA washing’ or ‘RPA rebadging,’ an unethical practice that involves vendors selling RPA-like systems as RPA and selling sub-par RPA systems [51, 52, 74, 90]. Deciding between do-it-yourself (DIY) and do-it-for-me (DIFM) also depends on organizations’ current skill set and understanding of the relevant processes as RPA – despite its general simplicity to operate – does require RPA talent to operate and maintain the bots, particularly if errors are identified [64, 91]. Various items of the very recent grey literature [53-60] provided overviews of the different vendors in an attempt to map the RPA industry landscape and to highlight current and potential future industry leaders. Many organizations are drawn
towards the current leaders, although that choice may not be the best, particularly given that the industry contains a spread of niche players and emerging innovative and aggressively expanding challengers who may provide better services or more suitable RPA solutions [53-60] – thus, it is a clear challenge for companies to understand their own requirements, complete research into the various vendors, and eventually choose a suitable vendor [53-60].

5. Implementation guidelines for RPA and future outlook

Many pieces of grey literature are written by vendors that offer RPA solutions or consultancy services that support organizations in their choice of RPA solutions. As such, most pieces contain guidelines for implementing RPA that focus on the type of services the organizations offer. Nevertheless, there are several common guidelines, as well as steps that apply to all organizations wishing to deploy RPA. The key guiding principles to deploying RPA are twofold: A) to plan carefully, and B) to use a phased approach, starting with a small pilot project (e.g., one single process in one single business unit), and to gradually scale up once early, quick wins are reaped, and RPA capacity is being built [45, 47]. More specifically, the grey literature commonly suggests three main steps of RPA implementation:

- Step 1: Planning and initiating the RPA journey;
- Step 2: Proof of concept through a pilot project; and
- Step 3: Scaling up and institutionalizing RPA.

To begin the RPA journey, organizations are advised to carry out an audit of their current operations to identify and prioritize the processes that are suitable for RPA [79, 92], to explore use cases [47], and to map suitable processes end-to-end [47]. Recent grey RPA literature, in particular, focuses on this preparatory phase as a key to RPA success: organizations must fully understand and optimize their processes already before RPA as RPA might otherwise perpetuate errors and do so at a much faster speed, more consistently, and without the intuitive knowledge that something is wrong that the human workforce possesses [64, 80, 82, 85]. While auditing and optimizing processes, organizations should also audit their RPA capabilities [40] and technology landscape [79]. This will allow organizations to build the business case [40], decide upon suitable implementation strategies [47], measures, metrics and benchmarks [92], design the RPA solution [78], mobilize appropriate human and financial resources [79] and begin the change management journey by raising awareness amongst their stakeholders [79]. Much recent grey literature focuses particularly on the importance of continuous communications between business and IT functions as RPA is often considered a business project but may be seen as a threat to jobs and responsibilities by IT staff [89, 93].

The second step is the proof of concept [92] or pilot [40] phase, during which key resources are being trained, the bots for a small-scale RPA pilot project are built or sourced and deployed, monitored, and evaluated [40]. If the pilot is successful, organizations start to build a governance framework and operating model and clarify future roles and responsibilities for automation teams [92]. A roadmap for scaling up is developed [79]. Some literature suggests that vendors are explored and selected here [79], while others recommend choosing partners during the planning phase [51].

The third step follows the successful pilot and involves more wide-scale implementation of RPA across the organization by continuing to build expertise [40], by developing a roadmap for further RPA implementation [92], and eventually by fully institutionalizing RPA in the entire organization [40]. This phase also requires the ongoing operation of RPA bots, monitoring, and evaluation [82].

The RPA market has recently been the fastest-growing segment of the enterprise software market, and the grey literature from 2020 suggests this development will continue into the future as the industry consolidates, current vendors continue to make significant investments to improve their RPA offerings, and new RPA providers from adjacent markets (e.g., software or cloud vendors) emerge [53-60].

For RPA itself, the future holds many opportunities as the technology continues to mature. RPA moves further into the direction of being able to automate increasingly cognitive processes: by leveraging elements of AI, machine learning, voice recognition, and sentiment analysis, bots will be able to complete increasingly complex and human tasks, or even make autonomous decisions while requiring less and less human intervention [39, 94, 95]. While RPA has become a
buzzword [96], it is not 100% foolproof [97]. However, the demand for RPA will grow in the future, and notably, the COVID-19 pandemic and resulting negative economic impacts are likely to drive further adoption of RPA [53-60]. The latter is true in the case of traditional RPA-users, such as the banking and insurance industries, but also in industries that have to date not used RPA to a significant extent, e.g., pharmaceutical and healthcare, manufacturing, government, and education [53-60]. The future outlook for people in the context of RPA suggests that the talent pyramid and talent mix will change as new job roles will emerge, and while some high-skilled jobs will be created, some currently existing jobs will be threatened [47, 61, 62, 65, 75].

For organizations moving forward, this means a change in talent recruitment, training and retention strategies and processes [46, 47]. Moreover, RPA will most likely remain a strategic priority, and an increasing number of organizations (including Small and Medium-Sized Enterprises) will implement RPA for increasing numbers of processes, in increasing number of organizational functions [39, 45, 67, 85] and in virtual environments [98]. This will transform not only individual organizations, but entire societies, particularly those currently offering offshoring of repetitive tasks: countries like India will see a reduction in organizations wishing to outsource repetitive tasks, while they are likely going to see an increase in demand for outsourcing of judgment-oriented tasks [42, 46]. More recently, cybersecurity concerns have emerged around the deployment of RPA bots, which suggests that organizations will need to expend resources (including human resources) into security and risk management [86].

The reviewed grey literature clearly shows that the future outlook for RPA in organizations is strong. Although the grey literature does not specify any particular implications for scholarly research in this field, the growing scholarly literature in this area suggests a need for RPA research to continue and intensify, alongside the solid future outlook for RPA in companies. In particular, scholars should conduct large-scale, independent studies of the various short and long-term benefits and challenges of RPA from the perspectives of diverse stakeholders affected by RPA implementation. Furthermore, the identified steps of RPA deployment can be explored by using case studies with primary data collection as a research method. Moreover, scholarly research needs to develop a theoretical understanding of RPA, for instance, by drawing upon the related but theoretically advanced fields of business process automation, digitization, and labor arbitrage, as well as the emerging field of AI.

6. Conclusion

This study is based on a narrative review of six years of organizational grey literature on the emerging topic of robotic process automation. It adds to the scarce academic literature in this evolving field, as it complements the existing RPA literature reviews, the focus of which was exclusively or significantly on peer-reviewed, scholarly literature. As such, this study provides a strong starting point for integrating RPA knowledge stemming from expert organizations into further academic discussions of this field. Due to the paucity of comparative and integrative studies, this study creates a better understanding of RPA, and the exclusive use of organizational grey literature provides strength to the paper’s content as organizations are ahead of academic research in this field.

By systematically examining the organizational grey literature, this study has proposed a unified definition of RPA that draws from common themes in existing definitions. The literature categories of RPA were grouped into three predominant types: basic automation, cognitive or intelligent automation, and advanced automation or artificial intelligence. Other distinctions of RPA tools were also identified: unattended/enterprise-level RPA vs attended/desktop RPA; generic vs process-specific RPA tools; and do-it-for-me vs do-it-yourself RPA solutions. Many benefits of RPA were identified, which are grouped into monetary; simplicity; efficiency and productivity; flexibility and scalability; reliability and consistency; compliance and governance; customer satisfaction; employee efficiency; and other long-term organizational benefits. Despite the benefits, RPA adoption has its challenges, most notably: awareness and perception of RPA; uncertainty about how to prepare for RPA; change management challenges while implementing RPA; and challenges associated with RPA vendors. Three main steps of RPA implementation were identified that can guide organizations towards successful RPA deployment. The future for RPA suggests a strong focus on the incorporation of advanced automation, an enhanced implementation for a diverse range of business processes, and a change in talent acquisition practices to cater to RPA skill sets.
This study has manifold implications. First, from a theoretical standpoint, it helps inform researchers by providing a conceptual, bird’s eye overview of RPA from an industry perspective. Second, from a practical standpoint, it assists industry practitioners in avoiding or mitigating the identified challenges and adopt a streamlined implementation path.

As with any study, this one also has its limitations. First, the use of grey literature may be questionable as the sole evidence for a scientific claim, but it is justified due to the idiosyncrasies of this particular field: a lack of adequate scholarly RPA literature; the lagging of academic research behind practice; and the role that organizational grey literature plays in providing current contextual information complementary to scholarly literature. Given the rapid developments in this field, it is recommended that further reviews of academic and grey literature be carried out as it emerges over the following years. Second, the evaluation of literature is subject to inherent subjectivity and hence should be treated accordingly. Third, this study was conducted based on specific inclusion criteria (e.g., search for the specific phrase “robotic process automation” omitted literature that may have used alternate terminology). Finally, further research is needed to explore the identified steps of RPA implementation, particularly by using case studies with primary data collection as a research method.

The future outlook for RPA is strong, and this study has provided a conceptual, bird’s eye overview of RPA based on organizational grey literature. Research in the RPA field should continue and focus on discovering the many benefits and challenges it can produce in the years ahead.
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Abstract:
Large-scale transformations of agile ways of working have received more attention in the industry in recent years. Some organizations have developed their own solutions for scaling, whereas many have chosen trademarked frameworks. In large-scale agile software development, many developers and development teams carry out work simultaneously. When autonomous teams need to coordinate toward a common goal, they must sacrifice some level of autonomy. Development, testing, and integrations need to be coordinated with other teams and aligned with an organization’s programs or portfolio. Through the conducting of 28 interviews and 17 on-site visits, this multiple case study explored how team autonomy changed in three agile software development organizations that implemented the Scaled Agile Framework (SAFe). The positive changes to team autonomy that they experienced as a result included getting a better overview, making better long-term decisions, giving and receiving help, and signaling limitations. We found two negative impacts on team autonomy: limited feature choice and enforced refinement. The study extends previous research on large-scale agile software development and improves our understanding of impacts on team autonomy.
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1. Introduction

Since agile was introduced more than 20 years ago, it has become highly popular in not only small organizations but also larger organizations [1]. Today, the term “large-scale agile” is used to refer to agile practices and methods used beyond a single development team both at the inter-team and the organizational level [1]. In large-scale agile software development (ASD) settings, where several teams cooperate toward a common goal, new problems arise, such as dealing with dependencies between activities and ensuring shared goals between teams [1]. Typically, a software development team needs to coordinate with other teams regarding the constraints of, for example, requirements, testing, and integration [2]. These dependencies may limit the amount of autonomy and empowerment of the individual team. Therefore, the need to coordinate work processes with the rest of the organization reduces team autonomy [3]. A project is often part of a larger set of development projects, which requires feature delivery to be coordinated across teams. Thus, when self-organizing teams work together in such a setting, some level of autonomy needs to be sacrificed [4].

The balance between the benefits of autonomous, empowered teams and coordinated efforts toward a common goal is an important problem to solve for today’s software industry [5]. Practices for inter-team coordination have been proposed in the agile community to reduce the negative impacts of agile while also maintaining the positive impacts of teamwork stemming from agile ways of working [5]. These practices include, for example, scheduled and unscheduled meetings, as well as the use of shared visualization tools [6]. Moreover, many organizations use large-scale agile frameworks that come with pre-determined coordination practices and tools aimed at improving the inter-team coordination of software development. Many such frameworks are available, and among these, the most commonly adopted framework for large-scale agile today is, by far, the Scaled Agile Framework (SAFe) [7].

SAFe, however, has been criticized for the risk of delimiting autonomy for a single team [8, 9]. Limiting team autonomy could negatively impact teamwork and the team’s performance, but these impacts have not been investigated much in large-scale ASD [10]. Based on the importance of team autonomy in large-scale ASD, the purpose of this study was to explore the impacts of scaling up agile ways of working on team autonomy. The research question of this study was formulated as follows:

How does team autonomy change when a large-scale agile framework is implemented?

The remainder of the paper is organized as follows: In Section 2, background information on autonomous agile teams and large-scale agile is presented. In Section 3, the research method is described. Section 4 presents results from the multiple-case study of three large-scale agile software development implementations. These findings are discussed in Section 5. Finally, Section 6 concludes the paper and presents key findings from the study.

2. Agile software development and team autonomy

2.1. Team autonomy in large-scale agile

The term “agile” refers to iterative and incremental practices stemming from a set of values and practices guiding modern approaches to software development. At the core of agile lies the notion of a self-managing team that has the autonomy to decide which practices are used and when to develop a software product [11]. Autonomous teams are defined as teams that have authority over their own work and have responsibility for aspects such as task assignment, planning, and scheduling [12]. In other words, these are teams that have the autonomy to decide which tasks to work on, when, and how.

Studies on team autonomy present several benefits for team members. Research has shown that highly autonomous teams are also more productive, are more creative, and have higher levels of team satisfaction and team commitment [13, 14]. A high level of team autonomy has also been related to higher levels of employee motivation and job satisfaction [15], as well as lower levels of stress [16]. According to the notion of team autonomy in the agile manifesto, self-organizing teams are the source of “the best architectures, requirements, and designs” [17].
However, scaling up agile software development also requires increased coordination needs. A larger software product often has a more complex architecture and code base, and many teams contribute to developing the overall product. This introduces dependencies, which need to be managed [18].

2.2. The Scaled Agile Framework (SAFe)

Many organizations use large-scale development frameworks to manage inter-team development challenges while at the same time ensuring some level of agility in the development process. Among these, SAFe is a popular commercial framework [7]. SAFe is intended to guide enterprises in scaling lean and agile practices by suggesting principles, organizational structure, and workflow patterns promoting alignment and collaboration. The framework describes agile ways of working on different levels, starting from the team level to the program level, portfolio level, and organizational level [19]. In addition, more roles are suggested on different levels. Two of these additional roles on the program level are the system architect, who coordinates architectural decisions, and the release train engineer (RTE), who coordinates a cluster of teams working together, known as the agile release train [19].

SAFe provides a range of inter-team coordination practices within an agile release train [19]. These inter-team practices include product increment (PI) planning meetings, Scrum of Scrums, and the use of a program board. The PI planning practice consists of a two-day workshop involving all teams and stakeholders who produce a release plan spanning eight to twelve weeks. The Scrum of Scrums practice is a face-to-face coordination meeting between representatives from each team performed several times per week. Finally, the program board visualizes dependencies between teams, both within the agile release train and external dependencies. The program board is produced during PI planning and is often updated in Scrum of Scrums meetings [19].

Recent reviews show that among studies on large-scale agile, SAFe has received the most research attention compared with other large-scale frameworks or studies of large-scale hybrid practices [10, 20, 21].

2.3. Threats to team autonomy in large-scale agile

When several agile teams cooperate toward a common goal, problems arise, such as dealing with dependencies between activities and ensuring shared goals between teams [18]. For example, an ASD team needs to coordinate with other ASD teams when it comes to the constraints of requirements, testing, and integration [2], and it cannot have full authority over all aspects of the work as a single team can [22]. However, coordination across teams has been identified as a major obstacle to large-scale agile’s success [1, 20]. Coordination can be defined as the management of dependencies [23] achieved through the use of various mechanisms and practices aimed at resolving these dependencies. Coordination has received much research attention in the agile community [4, 21]. For example, a theory of coordination in co-located ASD teams has been developed, proposing that agile development tools and practices, such as stand-up meetings, backlogs, and team wallboards, contribute to coordination effectiveness within ASD teams [24]. However, in large-scale agile, the need for coordination between teams introduces more and different coordination mechanisms, such as the use of inter-team meetings and roles to ensure a shared overview across teams [25].

Without inter-team coordination, teams might be autonomous but ineffective [26]. For example, Moe et al. [22] describe the case of an ASD team that shielded itself by participating only in activities that it considered to be necessary for the team to take part in. If this prevents a single ASD team from being coordinated with overall plans and goals, it will affect other teams and deliverables. Still, introducing shared goals, activities, and processes is a threat to team autonomy, which is the key to agile ways of working [22].

Along with other teams, decisions from other roles affect a single ASD team. When a large-scale agile framework is implemented, new roles are often introduced, such as those of product managers or architects [27]. The product manager prioritizes the requirements that the teams and architects must develop to clarify the indented technical direction [27]. Dingsøyr et al. [28] present in their study that the added roles lead to less autonomy for the team. However, this cooperation with surrounding roles is important for the team. In a study by Hoda and Murugesan [29], they present how a lack of clarity leads to a team’s incomplete understanding of requirements, which leads to cascading problems, such as inaccurate estimation and possible rework.
An aspect of role interference related to requirements is goal setting and creating a shared vision. The ability to create a shared vision has been shown in research to be a key to success in software development since the beginning of the 1990s [30]. The importance of a clear, shared vision is also confirmed in recent studies on ASD teams at Spotify [31], and in a study on coordination in large-scale distributed ASD [32]. However, having a shared vision does not always happen as Moe et al. [22] describe in a study on a large-scale ASD transformation, where higher-level managers often defined goals that were not always seen as relevant or successfully communicated to the team. Defined goals were often treated the same as deadlines or deliverables and were not coordinated with other teams or with the rest of the organization.

Another threat to team autonomy is when external stakeholders steal resources [33]. For example, this could occur when customers or managers from various organizational departments approach developers directly with unrelated tasks and disrupt the work that teams are originally assigned to do. In such a situation, team autonomy is reduced [34, 15].

Finally, the large-scale frameworks may in themselves limit autonomy, as the need for structure at the inter-team level may come at the expense of individual team autonomy. For example, in organizations using SAFe, teams may feel limited by not being allowed to choose the sprint length, as well as by the use of pre-planning meetings [21]. However, little knowledge exists regarding the potential negative impacts of limited team autonomy in large-scale agile [10], and more studies are therefore needed.

### 2.4. Levels of team autonomy

In this study, we relied on the Authority Matrix that Hackman [35] developed as a theoretical approach to guide our analyses of changes to team autonomy in large-scale agile. This model describes four levels of team autonomy ranging from manager-led to self-managing, self-designing, and self-governing teams. As can be seen in Table 1, the amount of autonomy that teams are allowed is based on their responsibility and authority in four areas: (1) how to execute tasks, (2) how to monitor and manage work processes and progress, (3) how to design the team and its context, and (4) deciding on the overall direction [35]. A manager-led team is responsible only for decisions concerning how to execute their tasks. A self-managing (or self-organizing) team also monitors and manages work processes. A self-designing team has the authority to design and modify the team, as well as to make decisions regarding other resources (context). A self-governing team also decides on the team’s overall direction. The categories are not distinct types but rather show a continuum reflecting the increasing amounts of authority that teams hold relative to managers [35, 36].

<table>
<thead>
<tr>
<th>Setting the overall direction</th>
<th>Designing the team and organizational context</th>
<th>Monitoring and managing work process and progress</th>
<th>Executing team task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manager-led unit</td>
<td>Self-managing unit</td>
<td>Self-designed unit</td>
<td>Self-governed unit</td>
</tr>
</tbody>
</table>

Table 1. Levels of team autonomy [20].
According to the Agile Manifesto, agile ASD teams should be allowed to decide how to build the product (i.e., executing tasks and managing work processes and progress), whereas the client decides what to build, thus contributing to setting the team’s overall direction, and management should decide on the team’s design and organizational context [17, 29]. In other words, self-organizing ASD teams commit to selecting and accomplishing their own tasks, as well as organizing themselves. Autonomous ASD teams should therefore be responsible for planning and scheduling their work, as allowing team members to participate in these activities will also increase their commitment to the teams’ plans [33]. As such, autonomous ASD teams can be considered to be self-managing units. In this study, we are interested in understanding how autonomy changes when a large-scale agile framework is implemented. We will therefore return to autonomy levels in the discussion section.

### 3. Method

This study was based on an exploratory multiple-case study [37] of three cases called Agency, BizBank, and Vehicle that implemented large-scale agile development frameworks. The three cases of Agency, BizBank, and Vehicle were chosen based on a maximum variation approach [37], which involves selecting organizations that show variety in terms of size, business area, and corporate culture. The cases also had some similarities, which was important for the study and made them interesting to investigate. According to Yin [37], a case study research design is useful when “how” and “why” questions are investigated to achieve a rich and in-depth understanding of a phenomenon. Therefore, a case study approach was deemed appropriate in this study, as the purpose was to understand how autonomy is changing in large-scale agile software development. A multiple-case design was also preferred over a single-case design because the conclusions may offer more possibilities for suggesting generalizations [37].

The overall study investigated how inter-team coordination was performed and tailored over time in three organizations with disparate business logics. The unit of analysis was the 32 to 41 agile teams working in these cases. In all three of the organizations, the studied cases were the first parts of the organization in which SAFe was implemented. Agile ways of working were implemented, but the implementation of SAFe was novel to the organizations. Therefore, the change at each organization was not from a traditional project management approach to SAFe, as the organizations were already mature in agile ways of working. Also, this meant that no previous SAFe experiences existed in the surrounding organizations. Another important factor in the choosing of these organizations was timing. They all began to implement SAFe during the first part of 2017 and could therefore be studied in parallel. This also meant that they had similar external conditions, such as their worldwide economic situation, as they were all studied during the same time span. Therefore, data collected from these three cases were used, and data on the impacts of scaling up agile software development were further analyzed, focusing on the perceived impacts of SAFe on team autonomy.

#### 3.1. Case descriptions

Agency is a pilot project formed by merging teams from two departments at a large government agency into one organization. The pilot project was aimed at discovering best practices for implementing SAFe roles, as well as the practices to be used within the entire organization. The software developed at Agency was web-based services for Swedish citizens. This involved developing backend functionality for administrators, as well as the frontend development of the web interface. The technical environment consisted of both mainframe and modern technical platforms. Teams were responsible for both the development and the operation of the services. Agency consisted of six teams from the start and ended up as nine cooperating teams. Team sizes spanned from four to 12 team members. Although the adoption of agile methods has been slow in the public sector [38], Agency was an early adopter that decided to implement agile ways of working in 2012. After five years of ASD, Agency decided to scale up by implementing the SAFe framework in a pilot project. A core team consisting of department managers and five agile coaches was formed with the purpose of organizing the implementation. The core team decided on all of the roles and oversaw the organizing of teams, which involved re-organizing some teams and team members.

BizBank is a software service development department in one of the largest business banks in Scandinavia. The department developed an in-house software service to manage client fund portfolios for administrators at the bank. This...
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meant backend functionality and system integration with other financial data services. Integrations with mainframe systems as well as modern technical platforms meant the need for different competencies within the teams. The teams were in charge of both the development and the operations of the developed software. The department grew from six to eight Scrum teams and decided to implement roles and practices based on the SAFe framework. The size of the teams spanned from five to 11 team members. For BizBank, the decision to begin working in an agile way was decided in 2014 when Scrum was implemented in various parts of the organization. In 2017, SAFe was implemented in one department of the bank consisting of five teams.

Vehicle is a department responsible for both the software and hardware development of a significant part of a motor vehicle. The department developed an in-house software platform and services for a motor vehicle. Because the department was also responsible for hardware development, the software platform continuously had to be in sync with changing hardware conditions. Teams were responsible for both the development and the operations of the software, but only for the development of the hardware. The department was first organized into 20 cross-functional teams, and in 2016, it began to implement roles and practices based on the SAFe framework. The 20 teams were organized into three separate units, and team sizes spanned from two to 13 team members. During the SAFe implementation, the department grew organically and ended up having 24 teams during the last visit of data collection. At Vehicle, the organization introduced agile ways of working by forming self-organizing teams in 2013 and decided to implement roles, processes, and practices that SAFe inspired in late 2016. Being a large department of more than 20 teams, it decided to scale up its work processes by forming three units of five to 12 teams each.

3.2. Data collection and analysis

A case study protocol was developed in line with the guidelines for the case study methodology that Yin [37] suggested to prepare for data collection. Semi-structured interviews were the most important source of information and were supplemented with the data collected from participant observations and a survey. Thus, multiple data sources were used for triangulation purposes as shown in Table 1. The general interview guide approach [39], also known as the semi-structured interview, was chosen for two reasons. One reason was to be able to adapt the questions based on the interviewees’ roles and individual experiences. The other reason was that it made sure that the relevant topics were explored. The first draft of the interview guide was based on Heikkilä [40], who investigated teamwork in autonomous teams performing release planning. From this first version, the interview guide was constantly updated based on observations and insights from previous interviews. Appendix A shows a subset of questions from the last version of the interview guide (i.e., the questions most relevant to this study). Data collected through observations consisted of photos and field notes during the 17 visits to the case organization’s premises. The field notes contained several discussions between employees in their daily work. Sentences from the discussions that were related to team autonomy were used as data.

Table 1. Data collection from case Agency, BizBank, and Vehicle.

<table>
<thead>
<tr>
<th>Data source</th>
<th>Case Agency</th>
<th>Case BizBank</th>
<th>Case Vehicle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of on-site visits</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Hours of observation</td>
<td>113</td>
<td>70</td>
<td>196</td>
</tr>
<tr>
<td>Interviews</td>
<td>6</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td>Interview respondent roles</td>
<td>1 Agile Coach, 1 RTE, 2 Scrum Masters, 2 Developers</td>
<td>1 Agile Coach, 1 RTE, 1 Product Owner, 1 Scrum Master, 3 Developers, 1 Software Tester</td>
<td>1 Manager, 1 RTE, 1 Product Owner, 3 Scrum Masters, 7 Developers</td>
</tr>
</tbody>
</table>

The on-site visits happened every second or third month and lasted for two to five working days. During these visits, interviews were performed, memoranda from meetings were taken, and a survey was distributed and collected. The survey questionnaire contained four sections of questions regarding teamwork and agile ways of working. Two of the questions used for this study were the following open-ended questions: “What do you consider to be the main benefit of
implementing SAFe in your organization?” and “What do you consider to be the main drawback of working according to SAFe in your organization?” Answers related to team autonomy were used as data in this study.

In total, 28 interviews were performed with key people (such as agile coaches and RTE’s) and team members who gave insights into multiple perspectives of the situation. The duration of the interviews spanned from 45 minutes to one-and-a-half hours. All interviews were recorded based on the participants’ consent, and the first author transcribed them. To ensure the interviewees’ anonymity, the respondents are referred to with role and case names throughout the paper. Data were collected from the beginning of 2017 to the end of 2018.

A thematic analysis method for data analysis was used by following the six steps that Braun and Clarke [41] presented: 1) familiarizing yourself with your data, 2) generating initial codes, 3) searching for themes, 4) reviewing themes, 5) defining and naming themes, and 6) producing the report. Thematic analysis is a method particularly suitable for systematically deriving themes across large amounts of data from different sources [41]. Themes are patterns that are meaningful in relation to the research question. In our case, the themes were related to changes in autonomy in the three organizations. The thematic analyses were conducted following a set of steps [41]. First, the interviews were transcribed and read several times so that we could become familiar with the data. The collected data were imported in NVivo, a tool for qualitative analysis. The next step, to generate initial codes, was performed by identifying patterns of perceived changes to team autonomy in the informants’ answers, observation notes, and answers to open-ended questions in the surveys. To guide our analysis, we used the theoretical lens of change in levels of autonomy [35].

Next, sections were labeled according to these patterns and were clustered into proposed themes. The first author and two other researchers, who also suggested initial themes, performed coding. The proposed themes were then reviewed, compared, and re-organized. The initial themes were then discussed in seminars with other researchers. Finally, we performed a final round of discussions and refining and ended up with six themes: getting a better overview, making better long-term decisions, giving and receiving help, signaling limitations, limited feature choice, and enforced refinement. The themes are presented in the result section.

3.3. Limitations

Inherent to any empirical study, this study has limitations. One such limitation relates to the reliance on interviews as the major data source. For the purpose of improving validity, respondents were chosen based on having enough experience with and knowledge of agile ways of working. Along with a large number of interviews (28), triangulation by observations, meeting memoranda, and a survey helped with reducing the study's bias. For reliability to be ensured, interviews and observation notes were sent to employees so that they could check for errors or omissions.

4. Results

This section presents the six identified themes that describe perceived changes to team autonomy when SAFe was implemented. The themes are: 1) getting a better overview, 2) making better long-term decisions, 3) giving and receiving help, 4) signaling limitations, 5) limited feature choice, and 6) enforced refinement. We describe different areas, benefits, and drawbacks of these changes to team autonomy in detail in the various subsections. The first section, 4.1, presents the perceived overall view of changes to team autonomy.

4.1. Overall view of changes to team autonomy

Most of the interviewees stated that implementing SAFe had increased team autonomy. At Agency, a respondent stated that the organization was moving in the right direction: “There are changes in the organization that employees are more actively involved in now. We have started to move towards more autonomy in the teams” (Agile Coach, Agency). A developer stated, “Team autonomy has been affected a lot…. We didn’t really have autonomous teams, before but we have a real autonomous way of working now” (Developer, BizBank). Most respondents at Vehicle also agreed. A Scrum Master expressed, “I think that we are not as limited as we previously thought…. We’ve got more autonomy, I would say” (Scrum Master, Vehicle). However, an engineer stated it had not changed: “I would say that team autonomy is the same today as it was two years ago, before the implementation” (Release Train Engineer, Vehicle). Several
respondents at BizBank also confirmed this. A Scrum Master said. “No, I don’t think that [we have less autonomy]. I mean, the teams still decide how they do things…. We break down work and decide [on our own]” (Scrum Master, BizBank).

At Agency, when the transformation had been going on for several months, the teams’ resistance to the SAFe implementation decreased because the team members were more actively involved. Surprisingly, the removal of agile coaches at Agency one year into the transformation resulted in increased team autonomy. When the agile coaches were not present, employees at Agency experienced more freedom to act independently and to make decisions regarding how to change their way of working without asking the agile coaches for approval. The teams reported perceiving more autonomy after the coaches had left. Several commented that they thought the agile coaches had enforced routines and processes from SAFe by the book without trying to adapt to the environment at Agency. A respondent stated, “We can work more freely now when we don’t have any ‘method people’ around” (Release Train Engineer, Agency).

Some respondents in all three cases expressed that team autonomy had not been changed following the SAFe implementation. At Agency, a developer expressed, “What can I say about team autonomy? We don’t get to decide much now, as I see it, but we didn’t get to do that before, either…. I don’t think it has changed” (Developer, Agency). A developer at BizBank confirmed the same view by stating the following: “Nothing special. Think we get to decide most things just like before” (Developer, BizBank). Finally, a Scrum Master at Vehicle expressed, “The team has about the same mandate for decision-making now as they had before; no major difference there” (Scrum Master, Vehicle).

To conclude, most of the respondents cited increased team autonomy in general, whereas a few expressed the status quo following the SAFe implementation.

4.2. Getting a better overview

Several respondents expressed that the benefits of implementing a large-scale agile framework included a better overview. This also meant more transparency in the project as well as an understanding of the bigger picture. This was addressed both in interviews and in 22 answers to the open-ended survey questions in all three cases.

At BizBank, one developer explained how the overall understanding increased due to joint planning and joint reviews. She stated, “The knowledge of the whole business has definitely increased. You understand why you do things ... that you are part of a larger whole” (Developer, BizBank). The developers perceived an increase in team autonomy because decisions on the team could now be based on an improved understanding of the overall picture as well as an understanding of what other teams were doing.

At Agency, respondents pointed out that a better overview improved teams’ ability to make better decisions. One informant expressed, “The more we understand the whole and what the users of the system really need, we make better big picture decisions ourselves” (Scrum Master, Agency).

As presented above, several respondents at BizBank did not perceive autonomy to be limited when scaling up. Rather, they perceived that team autonomy remained the same or was even improved. However, some team members seemed to have experienced less personal autonomy. According to one respondent, developers felt forced to participate in meetings, thereby limiting their personal autonomy:

“What has been quite tough for many is the change to be less isolated and having to listen to things in meetings that may not be interesting…. Many [developers] have a hard time with always having to share what they do. Getting everyone to understand the value of being transparent and listening to others all the time is something we struggle with” (Scrum Master, BizBank).

In other words, although some perceived participating in meetings as limiting personal autonomy, the impact on team autonomy offers a better overview, as sharing information makes the given work transparent to other teams.
4.3. Making better long-term decisions

Another area in which autonomy was perceived to have been changed was making decisions on a long-term basis. When one is working according to SAFe, an important practice is a joint planning session called PI planning, where plans are made for a number of future sprints. According to many respondents, planning several months ahead led to better long-term decisions. In addition to being addressed in interviews, this was addressed in 14 answers to the open-ended survey questions in all three cases. Understanding long-term plans for software products acted as feedback for the decisions that the team made. An informant stated: “[Planning] has had a feedback effect on us as a team. We have become very good at being foresighted and make better long-term decisions now” (Scrum Master, Vehicle).

A respondent at Agency stated: “It is easier to make our own decisions in the team now that we know where we are heading” (Scrum Master, Agency). In addition, decisions were more thought through due to this, according to a developer: “More thorough and overall better decisions now because we have a longer perspective than we had before” (Developer, Agency).

In another team at Vehicle, the Scrum Master expressed how he was fortunate to have more explicit long-term goals for his team. This made it easier for the team to be more autonomous when it came to making long-term decisions. He stated, “We know where we are going…. We have a clear picture of ‘we will deliver this in a year.’ There is no one else who writes work packages or features for us. So, we can decide much more ourselves” (Scrum Master, Vehicle).

However, teams at Agency also experienced resistance in making long-term decisions based on the organizational culture. An informant stated: “Whenever someone says that this has been decided, someone will right away ask: ‘Who has approved that?’ It is a culture of finding [one specific] person responsible for each decision” (Agile coach, Agency). The agile coach explained that this was a problem not only due to the organizational culture but also due to the rules and regulations within the organization.

4.4. Giving and receiving help

An area of changed autonomy that was perceived in all three cases was the ability to give and receive help more easily than before. This was brought up in interviews and discussions, as well as in 19 answers to the open-ended survey questions. A respondent at Vehicle said: “We have more autonomy when it comes to receiving help or helping others as well” (Developer, Vehicle). According to a respondent at Agency, this change was due to the previously expressed planning benefits of an improved overview and improved transparency: “They find it easier to help each other now. Before, they did not know what each team did, but now, they know it and can say, ‘We did a similar thing last sprint; come to us, and we can show you’” (Release Train Engineer, Agency). A developer at Vehicle confirmed this view, also pointing to an improved overview as a reason for the change, “It is easier to help out across team boundaries. Before, you didn’t really know what the other teams were doing, so you did not know that you could be helpful” (Developer, Vehicle).

In a discussion during a PI planning meeting, a respondent even expressed that this change was a main difference related to team autonomy after the implementation of SAFe: “I don’t know if it [team autonomy] has changed really. Although, it’s evident that it is easier to help out between teams now, but nothing besides that” (Release Train Engineer, Agency).

Without pointing out any specific reason for this change, a respondent highlighted the increase in initiatives for helping other teams: “[It is] much easier to help out between teams. I see how often they take the initiative to ask for help and get help from each other during these two [planning] days” (Agile Coach, Agency). In particular, a recently hired employee pointed at this change as being especially important for the newly hired: “All teams are so helpful; it has been great for us who are fairly new. You only have to say that you do not understand something, and people from other teams have helped us” (Scrum Master, Agency). Helping other teams can often be done by presenting previous solutions. As a developer at BizBank expressed: “I notice that many share and help out more than they did before. Shows their own solutions and such” (Developer, BizBank).

4.5. Signaling limitations

Balancing one’s capacity and workload is a challenge, and a change that the respondents expressed following the implementation of SAFe was the ability to signal limitations. In addition to being expressed in interviews and discussions, this was expressed in three answers to the open-ended survey questions at Vehicle and BizBank. A respondent at BizBank also highlighted an improvement in the ability to signal limitations to support team decisions regarding not adding work: “[It has] really been an improvement to get this whole overview and get managers to actually see what we can do and cannot [do]” (Developer, BizBank).

At Vehicle, a respondent expressed how the joint planning sessions made it easier to show and discuss actual capacity: “One effect that has also come out that I am quite happy with is that it has become a little clearer; it becomes a little easier for us to actually communicate back what we can and cannot do” (Manager, Vehicle). A developer at Vehicle who expressed a benefit of implementing SAFe also confirmed this: “Easy to visualize workload versus resource” (Developer, Vehicle).

Even when management wanted more from the teams, the transparent plans signaled capacity limitations and made it easy for teams to reject unrealistic demands. As one Scrum Master put it: “I think that we are not as limited as we previously thought. One of the things that have made us … that made this planning a little easier was … that we could signal what limitations we had. We’ve got more autonomy, I would say” (Scrum Master, Vehicle).

4.6. Limited feature choice

In all three cases, several respondents felt that implementing SAFe limited their ability to choose which features to implement. In addition to being addressed in respondent interviews, this was addressed in six answers to the open-ended survey questions at Agency and Vehicle. For example, in meetings among Product Owners at Agency, features were divided between teams without involving the Scrum Masters or the developers. The lack of involvement meant that teams did not understand enough about the features before the joint planning sessions took place. As a consequence, both the developers and the Scrum Masters were frustrated, and many of the features decided for the teams at Agency sometimes came as a surprise to the team members. A Scrum Master expressed: “Features appear in the product backlog without the teams knowing about it. It is a pervasive problem. And it should not be that features pop up without us having a clue what it is” (Scrum Master, Agency).

The limitation of choosing features was also put forth in two answers to the open-ended questions. The problem of not having the freedom to choose features was also evident at Vehicle. An informant complained that “[Teams] are getting too detailed requirements…. They are not involved in breaking them down…. [Therefore,] they have a hard time really taking responsibility for [the feature]…. They are already so detailed when they get them” (Release Train Engineer, Vehicle). Another informant confirmed this view at Vehicle: “Before, it was easier to choose whatever feature you wanted to work with…. We don’t get to choose much now. It’s much more dedicated [in advance]” (Developer, Vehicle).

4.7. Enforced refinement

Because SAFe suggests a PI planning horizon of eight to 12 weeks, this means that teams need to understand enough about the upcoming features to be able to plan for such a period. In addition, it means that features need to be refined enough for the teams to understand and estimate them. Several respondents in all three cases explained that this need for understanding forced the teams into a greater amount of refinement than that which was needed before. This was also expressed in six answers to the open-ended survey questions. For example, a respondent at BizBank stated, “We can decide very much on our own, but then, there is the issue of breaking down [features] a lot before planning” (Tester, BizBank). A developer stated: “We are forced into more refinement now than we were before” (Developer, BizBank).

Another respondent expressed that even though more refinement was enforced, it was not a big issue: “Autonomy? It hasn’t changed much. Sure, we are forced to do more refinement than we did before, but I don’t see it as a problem” (Developer, BizBank). A few people perceived the refinements as positive, which a developer at BizBank illustrated:
“We don’t just go to planning unprepared. Instead, we have been given a chance to see and refine features before dividing the job [between teams]” (Developer, BizBank).

However, the number of meetings required to agree on the refinements was seen as a major drawback. A developer stated, “We have so many preparatory meetings. They never seem to be satisfied with how much we refine before PI planning” (Developer, BizBank). The view of too many meetings was also expressed at Agency: “We’ve spent way too much time sitting in refinement meetings” (Scrum Master, Agency). At Vehicle, the impact of too much refinement was seen as stressful: “Very much time is spent on refinements, estimates and planning all the time. I think many people are like me and think that it can be quite stressful at times” (Developer, Vehicle).

5. Discussion

In this section, we discuss the research question How does team autonomy change when a large-scale agile framework is implemented? We used the Authority Matrix that Hackman [35] developed to guide our analyses of changes to team autonomy at different levels. The findings improve our understanding of the detailed impacts of implementing SAFe on team autonomy in large-scale ASD. This study also answers calls for future research on autonomous teams in ASD [5, 22]. Table 2 presents an overview of the changes in the levels of team autonomy for all themes.

Table 2. Changes in autonomy (increases or decreases) compared with Hackman’s levels of autonomy [35].

<table>
<thead>
<tr>
<th>Areas of decision making</th>
<th>Themes</th>
<th>Task execution</th>
<th>Process monitoring and management</th>
<th>Designing team and context</th>
<th>Setting overall direction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Getting a better overview</td>
<td>Increased</td>
<td>Increased</td>
<td></td>
<td>Increased</td>
</tr>
<tr>
<td></td>
<td>Making better long-term decisions</td>
<td>Increased</td>
<td>Increased</td>
<td></td>
<td>Increased</td>
</tr>
<tr>
<td></td>
<td>Giving and receiving help</td>
<td>Increased</td>
<td>Increased</td>
<td></td>
<td>Increased</td>
</tr>
<tr>
<td></td>
<td>Signaling limitations</td>
<td>Increased</td>
<td>Increased</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Limited feature choice</td>
<td>Decreased</td>
<td>Decreased</td>
<td></td>
<td>Decreased</td>
</tr>
<tr>
<td></td>
<td>Enforced refinement</td>
<td>Decreased</td>
<td>Decreased</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A change to team autonomy was that respondents perceived to be getting a better overview. This change was identified in all three cases. Having a shared understanding of the organization’s overall goals and visions is an important key to success [30]. Team members expressed how they had obtained an improved overview of their work and of how their parts were important in the larger context, which enabled them to coordinate their decisions with the overall goals and visions. These findings confirm the importance of shared goals and activities in large-scale ASD [37, 32]. Looking at how a team’s level of autonomy changes based on Hackman’s [35] four areas, this theme suggests an increased influence of large-scale ASD on how to monitor and manage work processes and decisions with regard to the overall direction.

Another change to team autonomy that was identified in all three cases was the improved capability of making better long-term decisions. Per the investigation of how the level of team autonomy changed based on Hackman’s [35] four areas, this theme suggests an increased influence of large-scale ASD on how to monitor and manage work processes and decisions with regard to the overall direction. The PI planning practice, where several teams perform joint planning for a number of sprints [19], was specifically highlighted as an important practice. With the possibility of longer planning horizons, one could argue that there is a better chance for the team to decide on its own on how to achieve...
these goals. This is consonant with Moe et al. [22], who discovered an increased commitment to their plans by letting teams decide more on their long-term plans and schedules.

A Scrum Master at Vehicle expressed that he or she was fortunate to have clear long-term goals, which was not the case for many other teams at Vehicle. The importance of having long-term goals for the team is highlighted in Šmite et al. [31], for example, but this often seems to be lacking on many teams according to previous research [22, 29]. In contrast to making better long-term decisions, an agile coach at Agency explained that some long-term decisions might be hindered due to an organization’s in-house culture, where top managers need to approve decisions. This finding confirms previous studies on the importance of the company culture when agile is being scaled [20].

Another theme identified in all three cases was the improved capability of giving and receiving help. Team members expressed that the improved overview and the improved transparency due to joint planning with several teams made it easier for them to help other teams. The allocated time for joint planning with several teams made it easier to receive help from other teams as well. Regarding how the team’s level of autonomy changed based on Hackman’s [35] four areas, this theme suggests an improved influence on how to execute the tasks and context by helping other teams.

With a better overview from joint planning, teams might be able to see potential problems in their own plans and thereby know in advance that they should seek help. Also, by understanding possible problems for other teams, they might be able to help them out in advance. Moe et al. [22] presented a situation in which team members stated that they shielded their team from externalities, filtering out what they considered to be unnecessary for their team to take part in. In these three investigated cases, the teams instead reaped the benefits of not shielding their teams by being able to both help and receive help from one another.

Another theme identified in two of the cases, those of Vehicle and BizBank, was an improved capability of signaling limitations. When several teams conduct joint planning together, a high level of transparency of these plans might reveal which teams have too much work planned. The transparent plans therefore allow teams to signal capacity limitations more easily. Being able to signal limitations transparently is important because it might mitigate problems with interfering roles, such as stakeholders stealing resources [33], which is a problem in large-scale ASD [25]. Per the investigation of the level of team autonomy based on Hackman’s [35] four areas, this theme suggests an improved influence of large-scale ASD on how to monitor and manage work processes and contexts, as work can be transferred to other teams.

An identified theme expressed in two cases, those of Agency and Vehicle, was limited feature choice. Team members expressed a limitation in choosing what to work with within the various teams. Per the investigation of how the level of team autonomy changed based on Hackman’s [35] four areas, this suggests a decrease in autonomy, as a team in this situation becomes limited in terms of deciding the team’s overall direction and context by not being able to have a say in what other teams should work on.

Dividing work between teams is part of deciding how to best accomplish the work in large-scale ASD [42]. At Vehicle, a respondent explained that some features just turned up in the product backlog and were not understood. This confirms the problems presented in Moe et al. [22] regarding higher-level managers defining goals not successfully communicated to the team. Involving teams in planning and goal setting is important because it increases motivation and a sense of meaningfulness [43].

The final theme, identified in all three cases, was enforced refinement. Refinement means that a team is involved in detailing the requirements for a specific feature together with product owners, product managers, or other stakeholders. Some employees felt that always attending refinement meetings was a struggle. They felt forced to comply despite not wanting to, which limited their autonomy. Regarding how the level of autonomy changed based on Hackman’s [35] four areas, this suggests that a team becomes limited in terms of how to execute its tasks and how to monitor and manage work processes. This theme has a clear connection with the theme mentioned above concerning the limited possibility of choosing features. By conducting more refinement before each planning session with a specific set of features, a team was considered to be responsible for working with the features due to having gained more insights into
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them. At BizBank, however, a respondent did not view the increased refinement as something negative. Rather, it was seen as an improved routine for preplanning, and it did not limit the possibility of choosing features.

5.1 Theoretical contributions

The findings from this study give us more detailed insights into the various levels of team autonomy that are affected when a large-scale agile framework is implemented. Previous research on the impacts on team autonomy in ASD, such as added roles leading to less autonomy [28], has not offered details into the areas of team autonomy that are being affected. An important theoretical contribution of this study is the detailed impacts on changes to team autonomy. This study suggests that all levels of autonomy are affected, and team autonomy is both increased and decreased in different areas of decision-making for agile teams.

The themes of limited feature choice and enforced refinement show a perceived decrease in team autonomy. However, these limitations in what to work with for the teams also create clarity regarding upcoming work for the teams. As Hoda and Murugesan [29] explain, a lack of clarity is an important problem with potentially cascading negative effects, such as possible rework. Previous research shows the importance of long-term clarity [31, 32], so perhaps these negative impacts on team autonomy are an acceptable price to pay to reap the benefits of a clear, shared plan. The notion that some level of autonomy must be sacrificed [4] makes sense in large-scale ASD because shared goals and visions are needed for effective coordination [30, 31, 32].

5.2 Practical implications

As described in the three themes of making better long-term decisions, giving and receiving help, and signaling limitations, the joint planning practice, PI planning, was viewed as important for these perceived positive changes to team autonomy. Dingsøyr et al. [28] found that added roles intended to clarify requirements and technical direction lead to less autonomy on teams, but they are necessary due to the possible impacts of a lack of clarity as found in Hoda and Murugesan [29]. This study suggests that a joint planning practice could mitigate the problem of a lack of clarity. Based on this, added roles might not be as important, or at the very least, they should not have as much of an influence on team decisions.

Along with a lack of clarity, another thing that these findings show is that a joint planning session might mitigate the problems of teams working in silos. Dickert et al. [1] present the problem of teams operating with differing priorities and agendas, and Moe et al. [22] explain how some teams shielded themselves [22]. The findings from this study instead suggest that teams are able to coordinate priorities as well as give and receive help due to joint planning. Strode et al. [24] present the importance of a synchronization strategy and suggest project synchronization once per project, as well as iteration synchronization once per sprint. These findings show the importance of implementing medium-range planning, planning a number of sprints ahead, per the theory of coordination [24] in large-scale ASD. Understanding the great importance and thereby possible benefits of the PI planning practice is an important practical contribution of this study when SAFe is implemented in an organization. For practitioners, we think this paper illustrates the importance of joint planning as well as a shared understanding of goals. The findings also put forth the importance of medium-range planning per the coordination theory in large-scale ASD.

6. Conclusion

This study presents several changes to team autonomy when a large-scale agile framework is implemented. Four identified themes showed changes that were perceived to increase the levels of team autonomy. First, teams experienced the benefits of getting a better overview; which suggests an increased influence on how to monitor and manage work processes and decisions with regard to the team’s overall direction. Second, teams perceived an improved possibility of making better long-term decisions, which also suggests an increased influence on how to monitor and manage work processes and decisions with regard to the team’s overall direction. The increased transparency and long-term planning might be reasons for this change. A better overview and increased transparency might also explain why many employees found that giving and receiving help was easier. This impact shows an improved influence of large-scale
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ASD on how to execute the tasks and context by helping other teams. A practice that was specifically highlighted was the joint planning session, PI planning, which gave teams the capability of signaling limitations of capacity more clearly. When several teams planned and shared plans, a high level of transparency revealed which teams had too much work planned for themselves. This might improve the influence on how to monitor and manage work processes and contexts, as work can be transferred to other teams. Two themes were perceived to decrease different levels of team autonomy. One theme, supporting previous studies, was that teams experienced limited feature choice. With several teams needing to be coordinated toward a common goal, every team will not be able to choose freely. This suggests a decrease in autonomy because a team becomes limited with regard to deciding the team’s overall direction and context. The last identified theme was enforced refinements, which suggests that the team becomes limited with regard to how to execute its tasks as well as monitor and manage work processes. The enforced refinement might also be a possible reason for the previously mentioned limited choice of features. With a certain team appointed for refining a set of features, the same team was often considered in advance to be responsible for the refined features.

For future work, an area mentioned in the discussion section is the differing views on enforced refinement, where some experienced them as a limitation when it came to team autonomy, whereas others expressed the associated benefit of better understanding upcoming features. These diverse experiences call for further research into the impacts of enforced refinement on team autonomy. Furthermore, some employees reported that the implementation of SAFe involved an increase in the amount of time spent in meetings. The high number of meetings was perceived as limiting personal autonomy, and the excessive meeting time was viewed as irrelevant for their work. When one is following large-scale frameworks, how to balance the need for coordination and transparency across teams with the need for teams to do focused work is worth investigating.
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Appendix A. Interview protocol questions.
What is your role?
What does your team do?
How long have you been working here?
How long have you been working in an agile way?
Have you received any education/training for agile ways of working? If so, what was it?
How do you experience the introduction of large-scale agile processes in your organization?
  ▪ What has been difficult?
  ▪ What has been simple (easier than you thought it would be)?
  ▪ Has the introduction of large-scale processes had the impact you expected?
  ▪ Has it had any negative effects?
Describe how different forms of coordination are performed:
  ▪ PI Planning
  ▪ Scrum of Scrums
  ▪ Usage of the Program Board
  ▪ Communities of Practice
Has autonomy in your/each team changed? If so, in what way?
  ▪ In what areas do you have more control?
  ▪ In what areas do you have less control?
What do you think you could do (change) to increase autonomy for each group while still managing coordination effectively?
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Abstract:
When higher-level management of a company has strategically decided to adopt Platform-as-a-Service (PaaS) as a Cloud Computing (CC) delivery model, decision-makers at lower hierarchy levels still need to decide whether they want to post-adopt PaaS for building or running an information system (IS) – a decision that numerous companies are currently facing. This research analyzes the influential factors of this managerial post-adoption decision on the IS-level. A survey of 168 business and Information Technology (IT) professionals investigated the influential factors of this PaaS post-adoption decision. The results show that decision-makers’ perceptions of risks inhibit post-adoption. Vendor trust and trialability reduce these perceived risks. While competitive pressure increases perceived benefits, it does not significantly influence PaaS post-adoption. Controversially, security and privacy, cost savings, and top management support do not influence post-adoption, as opposed to findings on company-level adoption. Subsamples constructed by the form of post-adoptive use (migration of IS, enhancement of IS, new IS development) exhibit better goodness-of-fit measures than the full sample. Future research should explore this interrelation of the form of post-adoptive use and the post-adoption influence factors.
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1. Introduction

“So we [decided to] adopt Platform-as-a-Service (PaaS) [on a company-level]. We spent lots of time to meet technical requirements and established governance structures. After all, nobody used it. We figured that we need to do something to make our employees actually consider using PaaS on information system (IS) level when migrating or enhancing existing IS, or developing new IS.”

This opening vignette narratively describes a current topic identified in a precedent case study [1]. Most companies already adopted Cloud Computing (CC) [2], with the global CC revenue pool rising to USD 266 billion in 2020 [3]. However, innovations need to be extensively used within the value chain to exhibit impact [4]. The company-level adoption of CC, therefore, does not necessarily mean that individuals on lower hierarchy levels decide in favor of actually using CC on IS-level (post-adoption). For long, research considered post-adoption as continuance use or habit formation of IT use [5]. Research increasingly extended this understanding of post-adoption towards exploring how individuals make use of adopted technologies by using available features for current or additional tasks [5]. Now, that most companies adopted CC on a company-level, the question of how decision-makers make use of it in operational sourcing decisions becomes apparent and practically relevant. For the delivery model Platform-as-a-Service (PaaS) specifically, the post-adoptive use raised our interest: PaaS allows to source infrastructure combined with functionalities constituting a new form of sourcing decision, whereas Infrastructure-as-a-Service (IaaS) allows to source infrastructure and Software-as-a-Service (SaaS) software respectively.

All this motivated us to investigate the influential factors of PaaS post-adoption in our research questions (RQs). We focus on large-scale companies because we assume that small- and medium-sized companies involve fewer hierarchy levels, and, therefore, the decision-maker on adoption and post-adoption is likely to be the same individual. For large companies, we expect that PaaS post-adoption decisions occur at lower hierarchy levels than the initial adoption decision and, therefore, could be more decoupled from this initial company-level adoption decision.

RQ1: What influences PaaS post-adoption in large-scale companies?

The context of large-scale companies makes us adopt a multilevel perspective [6]–[9]: The IS-level post-adoption decision corresponds to the micro-perspective, whereas the initial adoption decision corresponds to the macro-perspective. Hence, we evaluate whether adoption and post-adoption are indeed distinct decisions, as argued above. Alternatively, decision-makers on IS-level could also simply mimic the initial adoption decision.

RQ2: Do decision-makers on IS-level decide autonomously on PaaS post-adoption?

Bagayogo et al. [5] differentiate post-adoptive use of information technology (IT) along the dimension of use for current tasks versus use for additional tasks. As this study is – to the authors’ best knowledge – the first to investigate post-adoptive use of PaaS, we explore whether the influential factors of PaaS post-adoption vary for the post-adoptive use forms.

RQ3: Does PaaS post-adoption depend on the post-adoptive use forms?

The contribution of this research is to shift the focus of CC adoption research towards its post-adoptive use. The paper at hand provides managers, aiming to foster PaaS post-adoption in their companies, with an understanding of the factors influencing that decision.

The rest of the paper is structured as follows: Section 2 explains the post-adoptive use of PaaS in organizations, our theoretical grounding in Technological Frames of References (TFR), and the multilevel perspective. Section 3 conceptualizes our research model (representing a revised version of a research-in-progress publication [10]). Section 4 describes the data collection and cleaning process, the dataset, and the approach for our analysis. Section 5 describes our results. Section 6 discusses these results, while section 7 concludes the paper.
2. Research background

2.1 Platform-as-a-Service (PaaS) and post-adoption

Empirical research shows that organizations adopt CC not primarily for cost advantages but also to leverage CC as a standardized IT platform for innovating and optimizing business processes [11]. For the sake of innovativeness, organizations also aim to develop customer-facing digital solutions using IaaS and PaaS [1]. PaaS assigns the resources (hardware, infrastructure, and the platform (software framework and storage) to be managed by the vendor, while the application layer is under the management of the client organization [12]. For PaaS, the vendor provides the application development stack (including run-time optimization) and the infrastructure [13]. PaaS allows client organizations to use all features provided by the vendor for software development, leaving more resources to focus on innovating the software on the application layer. Therefore, this study aims to investigate the post-adoption of PaaS because it enables the acquiring organization to leverage provided infrastructure and features while managing the applications to bring on this platform.

A pilot case-study conceptualized the transition from adoption to post-adoption of CC, exhibited in Fig. 1 [1]. First, companies decide to adopt CC, enter framework contract agreements with one or multiple vendors, and enable its usage (e.g., establishment of governance elements). Second, companies decide on IS-level upon post-adoption. In the previously mentioned pilot case study, we conceptualized this transition from adoption to post-adoption and integrate the notion of post-adoptive use forms [5] based on the task at hand: Migration of existing ISs to CC relates to using the technology for current tasks, developing new IS development relates to using CC for additional tasks, whereas the enhancement of existing IS using CC either enlarges the scope of the task or performs the same task at higher quality or performance.

Fig. 1. Conceptualization of CC adoption and post-adoption

2.2 Technological Frames of References (TFR)

Prior research applied various theories to the context of CC adoption, depending on the focus of the investigation. One stream of research employed the technology acceptance model (TAM) [14] to CC in various studies [e.g., 15–17] or its extension, the Unified Theory of Acceptance and Use of Technology (UTAUT) [18]. Studies relying on TAM and UTAUT focus on the individual choice level without involving organizational behavior and managerial decision processes [19]. Additionally, UTAUT proved not always useful in empirically confirming anticipated relationships [18].

Another stream of research employs the Technology – Organization – Environment (TOE) model with the diffusion of innovation theory [e.g., 20–22], focusing on the organizational and environmental level [21]. TOE emphasizes, besides the technological characteristics, the influence of the organization and its environment on technology adoption [23]. However, TOE does not address the individual’s perspective [24]. This observation motivated the authors to base the research approach in this paper on a theory that aims to integrate the individual’s perception of technology while simultaneously acknowledging the importance of the organizational and the environmental level.
This paper is, therefore, grounded in the TFR theory, which has its roots in social cognitive research [25]. Technological frames are shared beliefs (interpretations of technological artifacts [25]) by members of a group regarding technology that “concern the assumptions, expectations, and knowledge they use to understand technology in organizations” [25, p. 179]. Prior research defined a technological frame as “a built-up repertoire of tacit knowledge that is used to impose structure upon, and impart meaning to, otherwise ambiguous social and situational information to facilitate understanding” [26, p. 56]. Hence, an individual’s technological frame reflects the individual’s perception of a technology’s advantageousness. Additionally, the organizational and environmental triggers influence this perception in a systematic approach to social-cognitive research on IT [25]. Therefore, TFR theory enables an analysis of the decision-maker’s perception of PaaS and acknowledges the influence of the organization and the environment, which offsets the shortcomings of TAM, UTAUT, and TOE.

The expectations, assumptions, or knowledge about key aspects of the technology may be different between individuals or groups, defined as incongruence [25]. This incongruence explains difficulties in technology implementation [25]. The process to reach congruence (i.e., consensus) on the respective technological frame is referred to as stabilization and closure [27], [28]. Stabilization occurs within a “relevant social group if members begin to talk and think about the technology increasingly uniformly” [28, p.32]. Closure implies that the interpretive flexibility regarding the technology diminished, and dominant meaning emerges [27], [28]. An individual’s technological frame may change by a trigger, which can be either organizational or environmental [28]. Hence, this paper takes on a TFR perspective to examine whether congruence between the technological frame of the decision-makers, the organizational actors, and influencing actors from the environment exists when it comes to PaaS post-adopting in large-scale organizations. Congruence, with a positive perception of PaaS’s associated benefits and risks, implies the post-adopting of PaaS. Incongruence between the actors, or a decision-maker’s negative perception of benefits and risks, would result in decision-makers choosing other sourcing options over PaaS. The proposed model investigates technological frames of potential applications of PaaS, which we classify into the domain of “frames related to the potential organizational applicability of IT” [28, p. 27]. Various other papers undertook research based on TFR in this domain [25], [28]–[30], however – to the best of our knowledge – none in the context of CC adoption.

2.3 A multilevel research perspective

Research in Information Systems (IS) can regard multiple levels of analysis, which stems from the notion that organizations are multilevel by nature [8]. Fundamentally, this paper differentiates research between the lenses of micro- or a macro-perspective [6]–[9]. The idea of multilevel research is to bridge the divide between micro and macro by integrating the perspectives of individuals, organizations, and the environment [31]. The micro-perspective focuses on individuals or groups, whereas the macro-perspective focuses on organizations, environments, or strategies [6], [7], [32], [33].

The requirement to integrate various levels of analysis also applies to the phenomenon of CC, precisely because researchers investigated multiple units of analysis in the past. Most of the previous research on CC analyzed the organizational level perspective of CC adoption obtaining a macro-perspective [e.g., 21, 34, 35] to which the paper at hand refers as company-level adoption. Fewer contributions analyzed the individual level, e.g., decision-makers’ characteristics [36], [37] or the decisions related to a specific IS [20], [38], [39], obtaining a micro-perspective. Therefore, these analyses provide fragmented perspectives on the same phenomenon without bridging the micro and the macro-perspective.

Considering PaaS adoption specifically, requires a bridge between the micro and the macro-perspective: Senior (IT) managers decide on the number and vendors that are made available within the organization (adoption) [1]. The availability of frame contracts with vendors is a pre-condition for the usage within software development if organizations roll-out rogue adoption through business-managed IT [40].
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The operational sourcing decisions are then made on IS-level (post-adoption). This actual migration towards the cloud is not sufficiently considered by prior research, which mainly focused on the company-level adoption phase [11]. TFR, in contrast to theories applied in previous research, provides such an integrative bridge between the levels, arguing that multiple actors are involved in the organizational employment of technology [25].

Various studies investigate not only the organizational factor for CC adoption but incorporate environmental factors as well [e.g., 20, 21, 41]. The environmental factors are also considered as essential for PaaS post-adoption because they can evoke a trigger to the decision maker’s technological frame. Furthermore, various studies include technological factors in adoption models on an organizational level.

3. Research model

TFR theory suggests that technology will be adopted if a congruent view of its advantageousness persists. Post-adoption of PaaS occurs if the perceived benefits outweigh the perceived risks in a specific sourcing decision from the decision maker’s perspective, which is influenced by organizational and environmental actors. Hence, the interactions within the organizations by knowledge transfer from colleagues, support of senior managers, and the interactions outside the organization with, e.g., trading partners, vendors, competitors trigger a shift in the technological frame of the decision-maker’s initial perspective. Also, her own experience with CC may trigger this shift, e.g., trialability of PaaS.

Hence, we hypothesize that the decision-maker’s ability to try PaaS, tacit knowledge sharing, top management support, trading partner pressure, vendor trust, and competitive pressure are the factors influencing perceived benefits and risks. Furthermore, we assume a moderating effect of the decision maker’s voluntariness to post-adopt PaaS. Although we expect no influence on PaaS post-adoption, we control for security and privacy, cost savings, IT organization structure and size, and the year of the decision. Fig. 2 exhibits the research model.

Fig. 2. Research model on PaaS post-adoption
The focus on PaaS post-adoption specifically, the integration of individual perception and organizational/environmental triggers, and the multilevel perspective are the differentiating factors of the model in terms of originality in comparison with prior research efforts.

3.1 Individual perception

The TFR defines the categories and content in which technology is perceived [25]. The most important success measures for decision-making are the positive and negative impacts of CC adoption [38]. The expected benefits and risks are the key factors for switching towards CC [42]. With this, risks infer the potential negative consequences of the sourcing decision (contrary to some definitions of risk implying uncertain positive or negative consequences). According to TFR, this analysis depends on the technological frame on PaaS, i.e., its perceived benefits and perceived risks.

H1a: Perceived benefits influence PaaS post-adoption positively.

H1b: Perceived risks influence PaaS post-adoption negatively.

Technological frames are defined as “tacit knowledge that is used to impose structure upon, and impart meaning to, otherwise ambiguous social and situational information to facilitate understanding” [26, p. 56]. Therefore, the formation of a technological frame is a dynamic interpretative process [28] in which tacit knowledge is built-up. Tacit knowledge is rooted in actions and experiences in a specific context [43]. Hence, technological frames emerge from work experiences [25] in the CC context. Additionally, empirical evidence suggests that individuals who try CC [22], or where pilot applications are present [39] are more likely to adopt CC. The innovativeness of CC becomes apparent when trying and using CC [1]. Therefore, decision-makers, who tried PaaS, gained experience with the technology. We argue that the gain of tacit knowledge through trying increases the decision-makers’ perception of benefits and decreases the perception of associated risks.

H2a: Trialability influences perceived benefits positively.

H2b: Trialability influences perceived risks negatively.

3.2 Organizational triggers

The lack of (tacit) knowledge on CC hinders the adoption of CC [44]. The knowledge management process by which an individual’s knowledge increases by involvement is knowledge transfer [43]. Therefore, we hypothesize that tacit knowledge sharing, as the involvement of an individual in someone else’s experiences, promotes PaaS post-adoption, analogously to trying PaaS oneself.

H3a: Tacit knowledge sharing influences perceived benefits positively.

H3b: Tacit knowledge sharing influences perceived risks negatively.

Based on the multilevel perspective, we argue that decision-makers regard the decision to adopt PaaS on company-level by top management (macro-perspective) when deciding in software development projects (micro perspective). Top management support increases the adoption of technology, specifically by the perception of CC benefits [42], [45].

H4a: Top management support influences perceived benefits positively.

H4b: Top management support influences perceived risks negatively.

3.3 Environmental triggers

Besides organizational triggers, environmental triggers may also result in interpretative shifts within an organization [28]. We include environmental triggers identified as relevant in prior research on CC adoption in the research model. Organizations consider the experiences of trading partners when they decide on CC adoption [46]. Negative technological frames on CC by trading partners result in artifacts such as prohibiting contract clauses hindering
adoption [1]. Positive technological frames on CC by trading partners positively influence the post-adoption decision because PaaS allows integration with the environment [1]. Therefore, the decision-maker’s technological frame on PaaS is influenced by the pressure of the trading partners as a result of the trading partners’ technological frame on PaaS.

**H5a:** Trading partners’ pressure influences perceived benefits positively.

**H5b:** Trading partners’ pressure influences perceived risks negatively.

The way the vendor markets the technology may affect the decision-maker’s technological frame [25]. In the context of PaaS, organizations require a completely different mindset to rely on a vendor for IT services [21]. Trust is a fundamental factor for the acquiring organization to inform itself [47]. Further on, the presence of uncertainty related to CC requires trust to overcome these concerns (i.e., perceived risks) and adopt CC [35], [48].

**H6a:** Vendor trust influences perceived benefits positively.

**H6b:** Vendor trust influences perceived risks negatively.

Competitive pressure urges organizations to adopt technology to create a competitive advantage through innovation [41]. Competitive pressure is a strong driver of the adoption decision in the context of CC [49]. In the context of PaaS post-adoption, specifically, where the prospect of sourcing is the creation of new business models, competitive pressure will positively influence the perception of benefits.

**H7:** Competitive pressure influences perceived benefits positively.

### 3.4 Moderation and controls

The premise of the model, so far, is that the decision-making context is in an enabling control setting [50]. One might bring up that in some organizations or some circumstances, the decision-maker might not have the autonomy to decide by herself. In these cases, the decision-maker would need to follow the top management’s adoption decision on a company level.

**HM1:** Voluntariness moderates the influence of perceived benefits on PaaS post-adoption.

**HM2:** Voluntariness moderates the influence of perceived risks on PaaS post-adoption.

**HM3:** In top management support on PaaS post-adoption.

Furthermore, TFR does not lead us to derive hypotheses on the influence of security and privacy or cost savings, factors extensively considered in the company-level adoption decision [51]. Additionally, we control for potential technological factors’ influence of the IT organization size and structure, as well as the year in which the decision took place, as PaaS is a rapidly developing technology.

**C1:** Security and privacy do not influence PaaS post-adoption.

**C2:** Cost savings do not influence PaaS post-adoption.

**C3:** IT organization size does not influence PaaS post-adoption.

**C4:** IT organization structure does not influence PaaS post-adoption.

**C5:** Year does not influence PaaS post-adoption.

An implicit assumption of the research model is that there are – apart from top management support – no direct effects of the antecedents of perceived benefits and risks on PaaS post-adoption. Thus, we claim full mediation of these factors via perceived benefits and risks.
4. Methods

4.1 Data collection

We operationalized the latent endogenous constructs based on measurement models previously applied in the context of CC adoption and the broader IT adoption information systems literature. We measure the indicators on 5 point (pt) and 7pt Likert scales. We chose to retain the scales used by other researchers and standardized the scores during the measurement model assessment. We operationalized PaaS post-adoption, and the controls for cost savings, year, IT organization size and structure as single items. Table A1 in the Appendix provides an overview of the measurement instruments.

We approached individuals employed at companies with more than one billion Euro revenue on the professional social network LinkedIn to find suitable candidates for the survey. We restricted the search to companies headquartered in Germany. We searched for the terms “cloud”, “PaaS”, “infrastructure”, “digital”, “project manager”, “technology”, “product owner”, and combinations thereof. We presented participants a differentiation between the CC delivery models IaaS, PaaS, and SaaS to ensure that they can assess whether they have experience with the PaaS delivery model. We filtered the participants for PaaS experience and filtered-out participants employed at a company that did not yet adopt PaaS on the company-level or were not involved in decision-making on PaaS post-adoption on IS-level. The people participating in the survey answered it between March 2020 and early June 2020. We sent out around 3,000 invitations to users from German large-scale organizations. However, we additionally encouraged the individuals to share the link among colleagues within the company to extend our reach beyond the social network LinkedIn. This approach, however, inhibits us from reporting exact turnout statistics, as the survey was anonymous.

The approach ensured that all individuals answering the questionnaire are subject to the same legal regulation and reside in a developed economy. Moreover, the approach targeted IT and business profiles, as both are potentially involved in the decision to post-adopt PaaS. We acknowledge that we relied on the validity and correctness of the information provided in their profiles.

While the approach targets individuals that are potentially involved in PaaS post-adoption decisions, we needed to control for the factual ability to answer the questions reliably. In total, the survey link received 738 clicks. 47 participants answered that PaaS is not available at their company and were, therefore, filtered out. We filtered-out an additional 182 individuals that stated not to be involved in one or more PaaS post-adoption decision. 192 individuals stopped the survey before answering the first question, and 98 individuals broke off in between. Hence, we received 219 completed questionnaires as the starting point for the data preparation.

4.2 Data cleaning and preparation

We prepared the data for analysis based on the procedure described in Hair et al. [52]. We screened the commentary fields for input, alluding that the individual did not answer the survey in a context different from the intended context. By this, we deleted 14 responses that regarded providing IT-services as a vendor, where the individual answered from an external consultant’s perspective, or the individual did not focus on a single sourcing decision.

We followed Hair et al. [51] for the procedures of missing data for the remaining responses, deleting four responses exhibiting more than 15 percent missing values (4 responses). We deleted the indicator “CMPR3” that exhibited more than 15 percent missing values, likewise. For indicators missing less than five percent of data, we replaced the missing values with the mean of the responses with non-missing data (VNDT2, TPRR1, TPRR2).

For VNDT1, VNDT3, TPRR3, TPRR4, CMPR1, and CMPR2 exhibited less than 15 but more than five percent of missing values. For such indicators, missing values should be replaced based on demographic-corrected means [52]. Hence, we replaced the values based on the subgroup mean of the individual’s professional experience, as this represents the sole demographic information collected from the participants.
Additionally, we screened the responses for patterns and consistency [52]. Analyzing the responses for extreme values indicated that two responses selected the middle value of the scale in more than 50 percent of the answers. We analyzed the variance of the responses separately for 5pt- and 7pt-Likert-scale indicators without identifying further critical observations. Two respondents selected the highest value of the scale of more than 50 percent of the time, which we deleted. The maximum percentage of selecting the lowest value of the scale was 18 percent.

Additionally, we analyzed the difference between the item VLTN3 and the reverse coded item VLTN1 with similar content. We identified 29 respondents whose answers diverged by more than three on a 7pt-Likert-scale, which we consider as inconsistent. Hence, we excluded these 33 questionnaires from analysis, leading to 168 analyzable questionnaires.

### 4.3 Sample description

Fig. 3 describes the dataset of 168 analyzable responses. The most numerous industries in the dataset are industrial manufacturing and financial services, corresponding to the overall industry landscape in Germany. Most IT organizations have between 1,000 and 4,000 employees, exhibit a more centralized than decentralized structure, and a more heterogeneous than homogeneous IT landscape. The individuals mostly work on managerial, followed by an operational level in IT, and 60% have more than five years of professional experience. The decision on which the participants based their answers took predominantly place between 2018 and 2020. The sample includes post-adoptive use forms of migrations (50 responses), enhancements of existing IS (43 responses), and new IS developments (75 responses).

*Fig. 3. Sample description*
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The majority of decisions involved 20 people or less. Most decisions in the sample post-adopted PaaS, which we coded with the value 1. Interestingly, responses that did not post-adopt PaaS for a specific IS, mostly chose either IaaS or SaaS (20 responses), rather than other technologies (five responses), both coded as 0. The finding that companies in parts decided more often for IaaS and SaaS rather than other technologies suggests that companies partially consider both IaaS and SaaS, in some cases, as substitutes of PaaS. Interviews of a consecutive study with survey participants revealed insight into this: One interviewee reported on the decision of a new human resource IS. The company considered whether this system is a differentiator from the competition (suggesting PaaS to develop the IS), or else source an SaaS. Another interviewee elaborated on an analytics implementation for product comparison. In this case, the company evaluated whether to build algorithms itself on IaaS, or whether the available off-the-shelf algorithms in PaaS are sufficient.

4.4 Data analysis

To test the hypothesis outlined in section 3, we combine partial least squares structural equation modeling (PLS-SEM) and logistic regression. PLS-SEM should be used for complex models aiming to identify main drivers and enables calculation of latent variable scores to be used in further analysis [52]. However, PLS-SEM is not recommended for the analysis of binary dependent variables [52], which is the case for PaaS post-adoption. Applying PLS-SEM for the hypotheses on PaaS post-adoption would change the interpretation of a linear probability model. Logistic regression models are a common choice to analyze binary dependent variables [53], as it does not minimize squared deviations but maximize the likelihood of (post-)adopting IS innovations [54].

Bodoff and Ho [55] provide a procedure on how to combine PLS-SEM with logistic regression: Step 1, assess and fit the measurement model of all latent variables. Step 2, estimate the structural model on non-binary endogenous dependent variables and retain the latent variable scores. Step 3, perform logistic regression on the binary dependent variable. In addition to this suggested approach, we, in step 2, control for the absence of direct effects of the antecedent constructs in a linear probability model. Thus, we split the analysis into these steps and adding a subsample analysis as step 4. We conduct steps 1 and 2 in SmartPLS 3 [56], and steps 3 and 4 in Stata 16. We organize the results section accordingly, along with these steps.

5. Results

5.1 Step 1: measurement model assessment

Indicator loadings. We drop indicators that exhibit outer loadings (all measurement models are reflective) below 0.4. We, therefore, drop TKLS1, TKLS3, TMGS3, and VLTN2 before re-running the PLS-SEM algorithm. For loadings between 0.4 and 0.707, we regard whether the average variance extracted (AVE) is below the cutoff value 0.5. Trading partner pressure exhibited an AVE < 0.5. Hence, we drop TPPR4 as an indicator with the lowest loading, resulting in an AVE above the threshold.

Table 1 exhibits the composite reliability and Cronbach’s Alpha to test the internal consistency reliability of the measurement models. For composite reliability, all constructs exhibit values above the 0.7 cutoff value [52]. For competitive pressure, the more conservative Cronbach’s Alpha is below 0.6, indicating a potential lack of internal reliability that is a limitation of this construct. To assess convergent validity, we report the AVE in Table 1 as well. We find convergent validity above the 0.5 cutoff value [52] for all constructs.

Discriminant validity and collinearity. We assess discriminant validity by the heterotrait-monotrait (HTMT) ratio, which should be below 1, which means the construct should better explain the variance of its indicators than other constructs’ variance [52]. The maximum heterotrait-monotrait ratio in the sample is 0.45, and therefore far below the critical values of 0.9 [57].
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Table 1. Internal consistency reliability and convergent validity measures

<table>
<thead>
<tr>
<th>Construct</th>
<th>Composite reliability</th>
<th>Cronbach’s Alpha</th>
<th>Average variance extracted (AVE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived benefits</td>
<td>0.848</td>
<td>0.792</td>
<td>0.528</td>
</tr>
<tr>
<td>Perceived risks</td>
<td>0.832</td>
<td>0.703</td>
<td>0.624</td>
</tr>
<tr>
<td>Trialability</td>
<td>0.858</td>
<td>0.760</td>
<td>0.671</td>
</tr>
<tr>
<td>Tacit knowledge sharing</td>
<td>0.882</td>
<td>0.877</td>
<td>0.603</td>
</tr>
<tr>
<td>Top management support</td>
<td>0.861</td>
<td>0.765</td>
<td>0.759</td>
</tr>
<tr>
<td>Trading partner pressure</td>
<td>0.742</td>
<td>0.611</td>
<td>0.505</td>
</tr>
<tr>
<td>Vendor trust</td>
<td>0.792</td>
<td>0.651</td>
<td>0.562</td>
</tr>
<tr>
<td>Competitive pressure</td>
<td>0.762</td>
<td>0.552</td>
<td>0.517</td>
</tr>
<tr>
<td>Voluntariness</td>
<td>0.739</td>
<td>0.718</td>
<td>0.516</td>
</tr>
<tr>
<td>Security and privacy</td>
<td>0.864</td>
<td>0.773</td>
<td>0.683</td>
</tr>
</tbody>
</table>

5.2 Step 2: antecedent assessment and absence of direct effects

We carry out the PLS-SEM algorithm and bootstrapping with 5,000 subsamples to assess the hypotheses on perceived benefits and perceived risks as antecedents of PaaS post-adoption. Table 2 reports the results of the hypotheses on perceived benefits and risks. For both dependent variables, the R² values are low, but Stone-Geisser Q² values exceed zero. We find support in Hypothesis H2b, H6a, H6b, and H7, but not for H2a, H3a and b, H4a and b, and H5a and b.

Collinearity, indicated by variance inflation factors above 5 [52], is not present in the sample (maximum value is 2.656). Blind-folding to calculate Stone-Geisser Q² values should select an omission distance between five and ten [52], so we selected 9.

Table 2. PLS-SEM results for hypotheses on perceived benefits and risks

<table>
<thead>
<tr>
<th>Construct/statistic</th>
<th>Antecedent assessment model</th>
<th>Direct effect control model</th>
<th>Hypothesis testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Perceived benefits</td>
<td>Perceived risks</td>
<td>Perceived benefits</td>
</tr>
<tr>
<td>R²</td>
<td>0.124</td>
<td>0.125</td>
<td>0.117</td>
</tr>
<tr>
<td>Q²</td>
<td>0.023</td>
<td>0.034</td>
<td>0.023</td>
</tr>
<tr>
<td>Trialability</td>
<td>0.130</td>
<td>-0.162*</td>
<td>0.146</td>
</tr>
<tr>
<td>Tacit knowledge sharing</td>
<td>0.054</td>
<td>-0.037</td>
<td>0.004</td>
</tr>
<tr>
<td>Top management support</td>
<td>-0.150</td>
<td>-0.093</td>
<td>-0.146</td>
</tr>
<tr>
<td>Trading partner pressure</td>
<td>-0.042</td>
<td>0.184*</td>
<td>-0.064</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Construct/statistic</th>
<th>Antecedent assessment model</th>
<th>Direct effect control model</th>
<th>Hypothesis testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Perceived benefits</td>
<td>Perceived risks</td>
<td>Perceived benefits</td>
</tr>
<tr>
<td>Vendor trust</td>
<td>0.170*</td>
<td>-0.155*</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competitive pressure</td>
<td>0.29**</td>
<td>0.287**</td>
<td></td>
</tr>
</tbody>
</table>

*** p<0.001; ** p<0.01; * p<0.05; (one-tailed)

We run an auxiliary PLS-SEM on PaaS post-adoption to test the controls and to test that the antecedent constructs for perceived benefits and risks do not exhibit a direct effect on PaaS post-adoption. We do not evaluate our hypotheses on PaaS post-adoption, because the interpretation as a linear probability model challenges the evaluation of goodness-of-fit. In this auxiliary PLS-SEM, we find that most of the antecedent constructs exhibit no significant influence on PaaS post-adoption while controlling for indirect effects via perceived benefits and risks. The positive influence of competitive pressure on perceived benefits and the negative influence of trialability and vendor trust on perceived risks remain significant, supporting H2b, H6b, and H7. Solely the influence of vendor trust on perceived benefits turns non-significant, leading us to find no support for H6a. Stone-Geisser Q² of PaaS post-adoption is below zero, indicating that the linear probability model does not have predictive power. Hence, we find support for the approach to analyze the hypotheses on PaaS post-adoption via logistic regression, and therefore retain the latent variable scores of the antecedent model.

5.3 Step 3: full sample assessment of PaaS post-adoption

We report the results of the logistic regression to evaluate hypotheses on PaaS post-adoption in Table 3. We find that PaaS post-adoption is significantly negatively influenced by perceived risks (H1b), but not perceived benefits (H1a) and top management support (H4c). The influence of top management support and the moderating effects of voluntariness are also not significant. Thus, we find no support in H4c, HM1, HM2, and HM3. The non-significant Wald $\chi^2$ statistics for the control variables support the controls C1 to C6, signifying that the post-adoption decision does not exhibit the same influence factors as adoption on the company-level.

The R² to test the goodness-of-fit does not exist in logistic regressions. The Hosmer-Lemeshow test analyzes the differences between the fitted values and the actual values [58]. The non-significant p-values indicate no significant difference between the model and a perfect model [53]. Nagelkerke’s R² provides a statistical measure for the model’s ability to explain the data [53], exhibiting low explanatory power. However, the practical relevance of logistic models depends on the model’s ability to correctly classify observations [53]. We, therefore, assess the practical significance of the model results using a classification matrix. The common standards of comparisons of the classification accuracy when group sizes are unequal are the proportionate chance criterion and the very conservative maximum chance criterion [53].

Despite the low Nagelkerke’s R², indicating low explanatory power, the model has practical relevance to classify observations correctly, displayed in Table 4. The classification accuracy exceeds the conservative maximum chance criterion, which classifies all observations as post-adopters, and therefore exhibits an accuracy of 85.1% (143 out of 168). The proportionate chance criterion is 74.7%, assuming unequal group sizes with the proportions of the sample distribution of PaaS post-adoption. A statistical test for the discriminatory power of the model is Press’ Q, testing whether the model significantly outperforms the chance model [53], which is significant at the $p=0.001$ level of significance. The model correctly classifies all post-adopters but identifies only one non-post-adopter. This outcome, the overall low Nagelkerke’s R², and the significant influence of perceived risks may be caused by an underlying structure creating noise. I.e., the model’s parameters are different for subsamples constructed by the form of post-adoptive use which we explore in the subsequent section.
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Table 3. Logistic regression results of hypotheses on PaaS post-adoption

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Independent variables</th>
<th>β</th>
<th>Std. Err.</th>
<th>Wald χ²</th>
<th>Pr &gt; χ²</th>
<th>Hypothesis/control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived benefits</td>
<td>0.183</td>
<td>0.218</td>
<td>0.70</td>
<td>0.4034</td>
<td>H1a: Not supported</td>
<td></td>
</tr>
<tr>
<td>Perceived risks</td>
<td>-0.585*</td>
<td>0.248</td>
<td>5.58</td>
<td>0.0182</td>
<td>H1b: Supported</td>
<td></td>
</tr>
<tr>
<td>Top management support</td>
<td>0.068</td>
<td>0.228</td>
<td>0.09</td>
<td>0.7673</td>
<td>H4c: Not supported</td>
<td></td>
</tr>
<tr>
<td>Mod. perceived benefits</td>
<td>-0.010</td>
<td>0.219</td>
<td>0.00</td>
<td>0.9619</td>
<td>HM1: Not supported</td>
<td></td>
</tr>
<tr>
<td>Mod. perceived risks</td>
<td>-0.060</td>
<td>0.235</td>
<td>0.07</td>
<td>0.7981</td>
<td>HM2: Not supported</td>
<td></td>
</tr>
<tr>
<td>Mod. top mgmt. supp.</td>
<td>-0.071</td>
<td>0.222</td>
<td>0.10</td>
<td>0.7513</td>
<td>HM3: Not supported</td>
<td></td>
</tr>
<tr>
<td>Security and privacy</td>
<td>0.032</td>
<td>0.236</td>
<td>0.02</td>
<td>0.8912</td>
<td>C1: Supported</td>
<td></td>
</tr>
<tr>
<td>Cost savings</td>
<td>0.058</td>
<td>0.250</td>
<td>0.05</td>
<td>0.8155</td>
<td>C2: Supported</td>
<td></td>
</tr>
<tr>
<td>IT organization size</td>
<td>-0.229</td>
<td>0.162</td>
<td>2.00</td>
<td>0.1578</td>
<td>C3: Supported</td>
<td></td>
</tr>
<tr>
<td>IT organization structure</td>
<td>-0.375</td>
<td>0.222</td>
<td>2.84</td>
<td>0.0917</td>
<td>C4: Supported</td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>-0.482</td>
<td>0.315</td>
<td>2.34</td>
<td>0.1259</td>
<td>C5: Supported</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>4.191***</td>
<td>1.154</td>
<td>13.2</td>
<td>0.0003</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Goodness-of-fit measures

-2LL: 63.02
Nagelkerke R²: 0.15
Hosmer-Lemeshow: 174.1**
Press Q: 85.7***

Table 4. Classification matrix (full sample)

<table>
<thead>
<tr>
<th>Observed</th>
<th>Predicted</th>
<th>Post-adopters</th>
<th>Non-post-adopters</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post-adopters</td>
<td>143</td>
<td>24</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Non-post-adopters</td>
<td>0</td>
<td>1</td>
<td>4%</td>
<td></td>
</tr>
<tr>
<td>Overall percentage</td>
<td></td>
<td></td>
<td></td>
<td>86%</td>
</tr>
</tbody>
</table>

5.4 Step 4: sub-sample analysis by forms of post-adoptive use

We run the sample model of step 3 separately for the subsamples of the form of post-adoptive use (1) Migration of existing system, (2) Enhancement of existing system, and (3) New IS development.

Table 5 exhibits the results of the sub-sample assessment. Assessing the goodness-of-fit for the post-adoptive use specific models yield increases of Nagelkerke’s R² for all subsamples (0.283, 0.502, 0.294). Hosmer-Lemeshow tests still indicate no significant difference in the model compared to the perfect model for sub-samples (2) and (3), but not for subsample (1). The classification accuracy (reported in Table 6) improves to 89%, identifying further eight non-post-adopters correctly, at the expense of misclassifying two post-adopters, leading to an increase in Q Press’ test statistic compared to the full sample assessment. We, therefore, conclude that the post-adoptive-use-specific models fit the data better than the full sample assessment.

Analyzing subsamples comes at the expense of reduced statistical power. A reduced statistical power means that non-significant results for the coefficients not necessarily imply that the effect is not significant in the population. We find
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differences in the coefficient values worth noting, despite that they are mostly non-significant. Perceived benefits exhibit a large, positive, but insignificant coefficient for subsample (1), but is close to zero for subsamples (2) and (3). The perceived risk coefficient is negative for all subsamples, but much smaller for subsample (2) and significantly different from zero, despite the small sample size. The size of the IT organization exhibits a significant, negative influence on PaaS post-adoption in subsample (1). For all other variables than security and privacy, the results show changes in arithmetic signs or large differences in coefficient size across subsamples.

Table 5. Logistic regression results of subsamples constructed by the form of post-adoptive use

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>(1) β</th>
<th>(2) β</th>
<th>(3) β</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived benefits</td>
<td>0.750</td>
<td>-0.111</td>
<td>0.043</td>
</tr>
<tr>
<td>Perceived risks</td>
<td>-0.325</td>
<td>-1.969*</td>
<td>-0.772</td>
</tr>
<tr>
<td>Top management support</td>
<td>0.163</td>
<td>0.173</td>
<td>-0.095</td>
</tr>
<tr>
<td>Mod. perceived benefits</td>
<td>0.073</td>
<td>0.066</td>
<td>-0.288</td>
</tr>
<tr>
<td>Mod. perceived risks</td>
<td>0.215</td>
<td>-1.646</td>
<td>0.356</td>
</tr>
<tr>
<td>Mod. top mgmt. supp.</td>
<td>-0.496</td>
<td>-0.905</td>
<td>0.481</td>
</tr>
<tr>
<td>Security and privacy</td>
<td>-0.174</td>
<td>-0.289</td>
<td>-0.240</td>
</tr>
<tr>
<td>Cost savings</td>
<td>-0.328</td>
<td>0.245</td>
<td>0.194</td>
</tr>
<tr>
<td>IT organization size</td>
<td>-0.755*</td>
<td>-0.215</td>
<td>0.058</td>
</tr>
<tr>
<td>IT organization structure</td>
<td>-0.253</td>
<td>-0.806</td>
<td>-0.521</td>
</tr>
<tr>
<td>Year</td>
<td>0.065</td>
<td>-0.273</td>
<td>-1.667</td>
</tr>
<tr>
<td>Constant</td>
<td>5.682*</td>
<td>6.750*</td>
<td>4.320</td>
</tr>
</tbody>
</table>

Goodness-of-fit measures

-2LL                           | -18.82| -11.56| -21.30|
Hosmer-Lemeshow                | 73.62 | 33.59**| 55.41**|
Nagelkerke R²                  | 0.283 | 0.502 | 0.294 |
Press Q                        | 103.7142857***|

(1) Migration of existing system; (2) enhancement of existing system; (3) new IS development
* Coefficient’s Wald test significant at 0.05 level of significance
** Test is non-significant at the 0.05 level of significance (p=0.3427/0.7406)
*** Test is significant at the 0.001 level of significance

Table 6. Classification matrix (sub-samples)

<table>
<thead>
<tr>
<th>Observed</th>
<th>Predicted</th>
<th>Post-adopters</th>
<th>Non-post-adopters</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Post-adopters</td>
<td>141</td>
<td>16</td>
<td>99%</td>
</tr>
<tr>
<td></td>
<td>Non-post-adopters</td>
<td>2</td>
<td>9</td>
<td>36%</td>
</tr>
<tr>
<td>Overall percentage</td>
<td></td>
<td></td>
<td></td>
<td>89%</td>
</tr>
</tbody>
</table>
6. Discussion and limitations

Contrary to research on CC adoption [51], cost savings, top management support, and security and privacy risks, do not influence the PaaS post-adoption decision. Stienger et al. [59] also found that relative advantage (a construct similar to perceived benefits) and security and trust do not influence actual usage but have a weak influence on the attitude towards CC. Al-Sharafi et al. [46] identified cost savings, top management support, and relative advantage being the most influential factors for continuant use of CC. The only other study in the field of PaaS post-adoption to compare our results investigated the cases of an integrating and an application PaaS retrospectively [11]. The study found as well that cost savings did not motivate post-adoption. While the study identified technological characteristics as flexibility, time-to-market, enabling innovation, and reducing IT complexity as motivations, we showed that these perceived benefits do not differentiate between post-adopters and non-post-adopters. Considering that our dataset involved mainly non-post-adopters that decided for other CC delivery models, we conclude that these perceived benefits apply across delivery models, as shown previously in a multiple case study [60].

Assessing a model’s goodness-of-fit requires comparison to similar studies in the same field [52], for which we compare our results to logistic regressions on CC adoption. Lynn et al. [33] report a Nagelkerke $R^2$ of 0.34 and classification accuracy of 74.4%. Loukis et al. [61] report a Nagelkerke $R^2$ of 0.18, and Senyo et al. [40] a Nagelkerke $R^2$ of 0.13. Hence, we conclude that our full sample results yielded comparable results with a Nagelkerke $R^2$ of 0.15 and classification accuracy of 86%. The subsample results exceed these comparison studies with Nagelkerke $R^2$ values of 0.28, 0.50, and 0.29, and classification accuracy of 89%.

By design, the results obtained in this paper consider large-scale companies only. The data collection focus on Germany makes the results applicable to developed countries but did not allow for comparisons across countries, which could be subject to legal differences regarding the usage of PaaS. Statistically, we acknowledge that the results are limited by the internal consistency reliability of competitive pressure, vendor trust, trading partner pressure, and perceived risk if one applies Cronbach’s Alpha as the standard of comparison, but not if the composite reliability is applied. The analysis of post-adoptive use subsamples reduces the statistical power of the analysis given the small subsample size. Hence, we did not reliably identify all effects in the real population but can provide indications which factors are more important for the specific form of post-adoptive use.

7. Conclusion

Regarding the influence factors of PaaS post-adoption (RQ1), we find that the factors most frequently discussed in the context of company-level CC adoption (cost savings, security and privacy, and top management support) do not influence the post-adoption decision on IS-level. However, we find that the decision-maker’s perceived risks negatively influence PaaS post-adoption. In summary, decision-makers on IS-level aim to avoid mistakes (i.e., decide risk-averse), rather than considering the security and privacy implications of an adopted technology in detail, the benefits such as cost savings, or top management’s support. As antecedents, trialability and the trust in the vendor significantly lower the perceived risks. Practitioners aiming to foster PaaS post-adoption in their company should establish trial possibilities for the decision-makers as training, demos, and the distribution of trial versions. Moreover, practitioners aiming to promote PaaS post-adoption should regard the vendor relationship to enhance trust. This includes selecting a trustworthy vendor in the first place, but also establishing a trustful relationship after that.

RQ2 suggests that the decision-making process upon PaaS post-adoption could be pre-empted by the macro decision to adopt PaaS on the company-level. The conducted analysis revealed non-significant coefficients for the top management support, and the moderating effects of voluntariness on top management support, perceived benefits, and perceived risks. Our interpretation of these results is that decision-makers decide on PaaS post-adoption based on their perceived risks and do not “have” to decide on it based on the adoption decision on the company-level. Hence, the post-adoption of PaaS is a company-wide endeavor that requires support from the decision-makers on IS-level.
Investigating the dependency of the form of post-adoptive use (RQ3), we find that the subsample analysis better fits the data. This lets us conclude that the coefficients of the variables in the model differ in the form of post-adoptive use. We see that perceived risks have the strongest (negative) impact on PaaS post-adoptive for enhancements of existing IS, and the IT organization’s size negatively affects migrations of existing ISs. The practical implication of the above finding is that the decision on IS enhancements is, to the largest extent, driven by the decision-maker’s perception of risks. The latter finding signifies that larger IT organizations tend to develop functionalities themselves on IaaS, rather than sourcing functionalities via PaaS.

While the conducted analysis yielded an overall practical significance in classifying post-adopters and non-post-adopters, we explored that models’ coefficients varied across the form of post-adoptive use. This observation prompts us to call for further research on PaaS-post-adoptive that investigates the differences across forms of post-adoptive use in more depth. Especially, the question of what influences post-adoptive decisions that regard new IS development requires further exploration.
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Appendix A. Measurement instruments

Table A1. Measurement instruments

<table>
<thead>
<tr>
<th>Index</th>
<th>Indicator</th>
<th>Scale/ options</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trialability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRIA1</td>
<td>I had a great deal of opportunity to try various PaaS services.</td>
<td>5pt Likert</td>
<td>[21], [62]</td>
</tr>
<tr>
<td>TRIA2</td>
<td>Before deciding whether to use PaaS, I was able to properly try it out.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRIA3</td>
<td>I was permitted to use PaaS on a trial basis long enough to see what it could do.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tacit knowledge sharing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TKLS1</td>
<td>Employees in my company frequently shared knowledge based on their experience.</td>
<td>7pt Likert</td>
<td>[63]–[66]</td>
</tr>
<tr>
<td>TKLS2</td>
<td>Employees in my company frequently collected knowledge from others based on their experience.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TKLS3</td>
<td>Employees in my company frequently shared knowledge of know-where or know-whom with others.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TKLS4</td>
<td>Employees in my company frequently collected knowledge of know-where or know-whom with others.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TKLS5</td>
<td>Employees in my company frequently shared knowledge based on their expertise.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TKLS6</td>
<td>Employees in my company frequently collected knowledge from others based on their expertise.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TKLS7</td>
<td>Employees in my company shared lessons learned from past failures when they felt that it was necessary.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top management support</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMGS1</td>
<td>The company’s top management supported the implementation of PaaS.</td>
<td>5pt Likert</td>
<td>[24], [67]–[69]</td>
</tr>
<tr>
<td>TMGS2</td>
<td>The company’s top management provided strong leadership and engaged in the process when it comes to information systems.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMGS3</td>
<td>The company’s top management was willing to take risks (financial and organizational) involved in the adoption of PaaS.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voluntariness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VLTN1</td>
<td>My superiors expected me to decide to use PaaS.</td>
<td>7pt Likert</td>
<td>[62]</td>
</tr>
<tr>
<td>VLTN2</td>
<td>My decision whether to use PaaS was voluntary.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VLTN3</td>
<td>My boss did not require me to decide in favor for PaaS.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VLTN4</td>
<td>Although it might be helpful, deciding to use PaaS was certainly not mandatory.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vendor trust</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNDT1</td>
<td>In our relationship, the PaaS service provider made decisions beneficial to us.</td>
<td>7pt Likert</td>
<td>[70]</td>
</tr>
<tr>
<td>VNDT2</td>
<td>In our relationship, the PaaS service provider was willing to provide assistance to us.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNDT3</td>
<td>In our relationship the PaaS service provider was honest.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trading partner pressure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TPPR1</td>
<td>Adoption of PaaS required support from our business partners.</td>
<td>5pt Likert</td>
<td>TPPR1,3,4: [71]–[74]</td>
</tr>
<tr>
<td>TPPR2</td>
<td>Adoption of PaaS was demanded by our business partners.</td>
<td></td>
<td>TPPR2: own</td>
</tr>
<tr>
<td>TPPR3</td>
<td>Adoption of PaaS was influenced by the marketing activities of our business partners.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Index</th>
<th>Indicator</th>
<th>Scale/ options</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPPR4</td>
<td>Adoption of PaaS was influenced by our business partners' level of support.</td>
<td></td>
<td>[24], [75]</td>
</tr>
<tr>
<td></td>
<td><strong>Competitive pressure</strong></td>
<td></td>
<td>[77]</td>
</tr>
<tr>
<td>CMPR1</td>
<td>Top management thought that PaaS has an influence on competition in their industry.</td>
<td>7pt Likert</td>
<td></td>
</tr>
<tr>
<td>CMPR2</td>
<td>Our company was under pressure from competitors to adopt PaaS.</td>
<td></td>
<td>[24], [75]</td>
</tr>
<tr>
<td>CMPR3</td>
<td>Some of our competitors already started using PaaS.</td>
<td></td>
<td>[77]</td>
</tr>
<tr>
<td></td>
<td><strong>Perceived benefits</strong></td>
<td></td>
<td>[24], [62],</td>
</tr>
<tr>
<td>PBEN1</td>
<td>PaaS allows to manage operations in an efficient way.</td>
<td>5pt Likert</td>
<td>[75], [78]</td>
</tr>
<tr>
<td>PBEN2</td>
<td>The use of PaaS improves the quality of operations.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBEN3</td>
<td>Using PaaS allows to perform specific tasks more quickly.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBEN4</td>
<td>The use of PaaS offers new opportunities.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBEN5</td>
<td>Using PaaS allows to increase business productivity.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Perceived risks</strong></td>
<td></td>
<td>[79], [80]</td>
</tr>
<tr>
<td>PCRK1</td>
<td>Adopting PaaS is associated with a high level of risk.</td>
<td>5pt Likert</td>
<td></td>
</tr>
<tr>
<td>PCRK2</td>
<td>There is a high level of risk that the expected benefits of adopting PaaS will not come true.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCRK3</td>
<td>Overall, I consider the adoption of PaaS to be risky.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>PaaS post-adoption</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPAD</td>
<td>Did the company decide in favor of PaaS in this decision?</td>
<td>Yes=1, No=0</td>
<td>Own</td>
</tr>
<tr>
<td></td>
<td><strong>Security and privacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCNP1</td>
<td>The security systems built into PaaS are strong enough to secure our data.</td>
<td>5pt Likert</td>
<td>[16], [24]</td>
</tr>
<tr>
<td>SCNP2</td>
<td>The confidentiality of business data is guaranteed when using PaaS.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCNP3</td>
<td>I am confident that the PaaS provider will not use my company’s data for their own commercial benefits.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Cost savings</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COST</td>
<td>Using PaaS reduces costs (e.g., customer service, procurement, human resources, IT training, investment and administration management).</td>
<td>5pt Likert</td>
<td>[21], [62]</td>
</tr>
<tr>
<td></td>
<td><strong>IT organization size</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIZE</td>
<td>How many employees work in IT-roles in your company?</td>
<td>6pt scale</td>
<td>Own</td>
</tr>
<tr>
<td></td>
<td>(below 500 to above 10,000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>IT organization structure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STRT</td>
<td>How would you describe the structure of the IT-organization in your company?</td>
<td>5pt Likert</td>
<td>Own</td>
</tr>
<tr>
<td></td>
<td>Form of post-adoptive use</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>What was the context of the decision on whether to use PaaS?</td>
<td></td>
<td>Migratio,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Enhancemen,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Newdevelop-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ment</td>
</tr>
<tr>
<td></td>
<td><strong>Own</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Abstract:  
This paper aims to analyse the effects of the use of digital technologies on firms’ net sales and productivity. The technology adoption approach is applied in empirical research using data from the National Enterprise Survey in Peru. Using the OLS method on a sample of 2,970 firms from creative and manufacturing industries in Peru, the effects of digital technologies on net sales and productivity are determined. Findings indicate that there is a positive relationship. However, these relationships can be different depending on the type of digital technology, the size of the firm and the manager’s gender proportion. We found that most of these technologies are more commonly related to creative industries than manufacturing firms. These relationships have greater statistical significance to net sales in large companies within both types of industry. However, SMEs have greater statistical significance with respect to productivity in both types of industries. Lastly, given the positive effect on these relationships, we conclude by highlighting the importance of managers crafting their technology portfolio and digital capabilities properly and the need for further research to determine the performance of companies in the context of developing countries.
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1. Introduction

In the era of digitalization, companies review how to build competitive advantage by drawing on their capabilities and using technology. It is recognized that Information and Communication Technologies (ICT), and especially digital technologies (DT) are fundamentally transforming business strategies, business processes, firm capabilities, products and services, and are even key interfirm relationships in extended business networks. In this context, a “digital business strategy” is required [1]. In fact, empirical evidence has highlighted the positive role of DT in increasing the productivity [2] and sales [3] of companies.

The technology adoption approach aims to understand which specific DT is used by firms or industrial sectors and what the effects are. Most of this stream of research has been addressed in developed economies, characterized by favourable environments for competitiveness. Thus, studies on this topic are almost exclusively based on studies from North American and European firms [4]. However, since the beginning of the past decade, there has been a growing interest in literature dealing with DT in Latin American countries on an aggregate level [5,6]. Despite this, the empirical literature still needs further developments to understand how DT affect the performance of firms in emerging economies.

Based on these arguments, this research poses a central research question: Do digital technologies have a positive effect on a firm’s performance? Thus, to address this issue, our article aims to empirically evaluate the effect of the use of DT on the net sales and productivity of 2,970 Peruvian firms through a sample of 979 firms from the creative industries and 1,991 manufacturing firms, using data from the National Enterprises Survey in Peru [7].

From a contextual perspective, in 2015, while the GDP of Latin America and the Caribbean presented a fall of 1% (reaching 0.3%) compared to 2014, the GDP of Peru experienced a growth of 0.9%, reaching 3.3%. At an industrial level, while manufacturing experienced a percentage variation in GDP of -1.5%, services showed a growth of 4.1% [8]. Within services, the creative industries have acquired special relevance since they have been able to articulate various sectors. One of the main promoters has been the Ministry of Culture of Peru. In this way, the creative industries have been positioned in the Peruvian scene [9]. Therefore, the current context of acceleration of the digital transformation of companies offers an opportunity to explore with greater attention which sectors have comparatively greater vocation for the adoption of DT, which can lead to an organization’s better performance. Nevertheless, the Economic Commission for Latin America and the Caribbean reported that in Peru the cost of technologies is higher compared to other countries in the region, and about 55% of population have access to social media [10]. In addition, according to the Digital Adoption Index, in 2014, Peruvian businesses were ranked 80th out of 183 countries [11]. So, our contribution aims to understand this phenomenon from the point of view of DT use.

Our research uses OLS regressions in the analysis and considers two subsamples according to the industries compared. The results show that there is a positive relationship between digital technologies and net sales and productivity in the Peruvian firms. However, these relationships can be different depending on the type of digital technologies, firm size, manager’s gender and the industry. Thus, we find that most of these technologies are more commonly related to creative industries than manufacturing firms. Specifically, these relationships have the greatest statistical significance in SMEs rather than in large companies, in relation to productivity. By contrast, large companies have the greatest statistical significance with net sales. In addition, manager gender shows positive statistical significance in these relationships for creative industries, while for manufacturing firms there are negative statistical significance. Therefore, our study contributes to the understanding of these relationships in the context of Peruvian creatives and manufacturing firms.

The paper is structured as follows: The second section introduces the literature review and leads to the research hypotheses. The third section details the datasets and tests the hypotheses. The empirical results are discussed in the fourth section. Lastly, the fifth section provides some brief conclusions, limitations, and suggestions for future research.
2. Literature Review and Hypotheses

Many researchers have considered that in adoption and diffusion theory, there are several factors that influence a person choosing a technology. Previous studies have highlighted the difference between the technologies adopted by consumers and that of firms [12]. However, technology adoption models change quickly because of the complex nature of modern information technology, so scholars have acknowledged that resources and new capabilities are necessary to effectively compete in a digital age [13]. Thus, there is a significant body of literature which studies models and determinants of technology adoption. In any case, differences in technology adoption result in divergences of productivity and economic growth [14].

2.1 ICT, Digital Technologies and Firm’s Performance.

The strategic management literature recognized that firm performance is the result of multiple factors. For example, ICT adoption has drastically modified communication, sales, and information methods [15], thus enabling firms to achieve strong competitive advantage in production and in other areas of the company. Nowadays, the debate is focused on variables relating to ICT usage and ways of increasing the positive impact of ICT on firm performance. In fact, the degree of ICT adoption varies substantially between countries and even within sectors [16]. The impact of ICT in developing countries is an important issue due to its growth potential. The ICTs convert the systems of organizations and control the productive processes, and even allows for the production of merchandise to be adjusted to the needs of local, regional, and global clients. Therefore, ICTs are allowing the reorganization of the company and the realization of important changes in all functional areas of the company [17]. According to Breard and Yoguel [18], although companies do not follow a trajectory in the incorporation of ICTs, like the evolution of these technologies, companies usually adopt those most consistent with their objectives and strategies.

The impact of ICTs on the performance of companies has been extensively studied using a wide variety of indicators and methodological approaches. Pioneering studies have considered certain indicators, such as investments in hardware, software, and the number of PCs [19]. However, most studies have been concerned with knowing the factors or barriers that affect the adoption of ICT [20], emphasizing the role of the firm’s size, age, the skills of the employees, the level of technology used, and productivity [21]. In any case, the literature recognized that one of the most used indicators to measure firm’s performance has been the productivity [22]. This perspective suggests that productivity could increase due to the multiple technological configurations that companies adopt [16].

On the other hand, digitization has been increasingly recognized as a complex phenomenon encompassing a variety of different business strategies, ranging from purchasing new software or information technologies (IT) products to redesigning existing processes (e.g., interconnections among products, process and services), and promoting organizational changes [23]. In addition, it is important to note that there is no consensus on the concept of DT, in the literature it is recognized that the adoption of DT is used to carry out e-marketing, e-commerce, and e-business to increase the sales of a company [24]. However, other factors are likely to mediate the effects of DTs on firm’s performance, as digital transformation not only involves investing in DTs, but also integrating them into the organizational structure of the company [25]. Recent empirical evidence has highlighted the positive role of DT in increasing the productivity of companies [2,16,25].

According to the previous background literature and given the large number of DT that exist today, we find it convenient to analyse the most representative technologies that positively affect a firm’s net sales and productivity, such as broadband and intranet, digital training, digital consulting, websites, online selling, social networking, extranet, and enterprise information systems [3,26,27,28].
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2.1.1 Broadband and Intranet

While on a macrolevel the literature supports the notion that broadband positively affects GDP growth and employment [29,30], there is no agreement of the effects on productivity at a firm level. For instance, Bertschek et al. [31] found no effect of broadband adoption on labour productivity, but positive effects on product and process innovation. In the same vein, Haller and Lyons [26] found no statistically significant effect of broadband adoption on firm productivity. Nevertheless, Grimes et al. [32] stated that broadband adoption boosts a firm’s productivity by 7–10 percent. On the other hand, Intranet, as a standard internet technology, is a personalized interface where users can access information resources and services in a secure, consistent, and customizable manner. Several authors state that intranet facilitates knowledge sharing because it promotes cooperation among employees who are in various locations, making that information flow and improving overall business performance [33]. Moreover, intranet adoption enhances work productivity since it enables individual commitment, empowerment, and a personal sense of accomplishment. It enables a sense of empowerment because more work can be done whilst multitasking: one login can give access to all organizational data with a 24/7 availability of information [33]. Based on this evidence, we propose the following hypotheses:

Hypothesis 1a: There is a positive relationship between a firm’s net sales and the use of broadband.
Hypothesis 1b: There is a positive relationship between a firm’s labour productivity and the use of broadband.
Hypothesis 2a: There is a positive relationship between a firm’s net sales and the use of intranet.
Hypothesis 2b: There is a positive relationship between a firm’s labour productivity and the use of intranet.

2.1.2 Digital Training and Consulting

ICT applications need not only the implementation of technology infrastructure but the use of technical skills. To improve information system integrated results, user involvement and user training are key to ensuring better outcomes. By including and stimulating employees in the process of co-creation and the adoption of new technology, the organization can stimulate innovations both horizontally and vertically. The digital skills that contribute to ICT productivity, i.e., digital information evaluation, critical thinking, creativity and problem-solving, are considered 21st-century digital skills [34]. Gillard [35] suggests that training courses and initiatives should accommodate the more wide-ranging needs of those targeted for inclusion, especially older workers and women who are sometimes left out in organizations, which creates digital inequality. On the other hand, IT consulting firms play a new and major role in supporting the adoption of technologies because they switch from just giving advice to participating in the implementation of ideas and the technology of firms [36]. These authors noted that digital consulting also implies being a developer of hardware and software related to meeting the business objectives of organizations. Through projects in companies, IT consulting firms can increase productivity through the transfer of knowledge from one part of the business to another. This makes the learning process quicker and easier, mainly because it reduces the training time and can lead to the development of innovations [37]. IT consultants also facilitate communication between firms and clients because they give assistance in solving problems related to services and products [38]. As Liao and Cheung [39] claim, IT consulting increases client efficiency by using integrated information-based solutions in business process development, customization, and enhancement, therefore maximizing the client’s resources. Based on this evidence, we propose the following hypotheses:

Hypothesis 3a: There is a positive relationship between a firm’s net sales and investment in digital training.
Hypothesis 3b: There is a positive relationship between a firm’s labour productivity and investment in digital training.
Hypothesis 4a: There is a positive relationship between a firm’s net sales and hiring a digital consultant.
Hypothesis 4b: There is a positive relationship between a firm’s labour productivity and hiring a digital consultant.
2.1.3 Website, Online Selling and Social Networks

The empirical literature has paid great attention to DTs related to e-commerce and e-marketing applications, such as websites [40], online selling [41], and social networks [42]. The overall aim of these studies is to investigate how and to what extent DTs directly contribute to increasing sales. Websites are perhaps one of the first ICT adoptions by firms around the world since this technology enables the inclusion of information which is easy to understand and useful to clients [43]. Moreover, the website is a medium for interactive communication, not only between clients, as a tool for customer relationship management and sales, but also from business-to-business and with other stakeholders [44]. Thus, a website aims to raise visibility and attract new customers [3]. According to these authors, workers can upload information easily, gather information without moving, and target multiple segments with the design selected. However, Teo and Pian [45] have found that cost saving is not the main benefit of a website, but rather differentiation and growth. In addition, Nurmiilaakso [46] found that websites do not result in a significant influence on labour productivity, since a fancy website alone does not ensure business performance, however, this is more the case in B2B e-commerce. In this line, Tarafdar and Zhang [43] pointed out that to attract and retain traffic that allows more business transactions, characteristics such as usability, ease-of-navigation and security are significant. In any case, website design and development software should be available to IT employees and programmers to get better rates of productivity [47]. According to this evidence, we propose the following hypotheses:

Hypothesis 5a: There is a positive relationship between a firm’s net sales and the use of website.

Hypothesis 5b: There is a positive relationship between a firm’s labour productivity and the use of website.

Online selling refers to transactions along the value chain but using the internet platform together with the existing IT infrastructure. Several studies argue that e-businesses are efficient reducers of distance-related trade costs because firms can reach and expand to the global economy, being able to sell in places where distance or political systems made them previously unreachable [48]. For these reasons, its capacity to reduce trade barriers can lead to big cost savings. Along with cost reduction, earlier studies found benefits such as sales increases and new market penetration [49]. Xia and Zhang [28] discovered that the online channels have more repercussions on sales volumes over the long-term. To adopt online selling there is a process where organizations adapt their routines and even uses internal and external collaboration [50]. The author claims that business can present technical, economic, and legal barriers, preventing them from creating value added e-commerce operations. The use of e-commerce also shows a positive effect on the labour productivity of firms at a national level [51]: the highest growth happens in developing countries because they start from a much lower economic base. At the organizational level Nurmiilaakso [46:10] found that “the importance of the ICT-integrated business processes, within and between firms, is evident in e-commerce” and it has positive effects on labour productivity. Thus, we propose the following hypotheses:

Hypothesis 6a: There is a positive relationship between a firm’s net sales and the use of online selling.

Hypothesis 6b: There is a positive relationship between a firm’s labour productivity and the use of online selling.

Social networks are a group of internet-based applications, mainly using foundations of web 2.0 for the creation and exchange of user generated content [52]. The most used social networks by firms are Facebook, Instagram, Twitter, and LinkedIn. Although there are exponential applications and adjustments organizations have made, there are different understandings about the outcomes and impact of social networks on business performance [27]. Some studies show that social networks positively affect the performance of the new product in the marketplace, because speed-time-to-market of these new products [53] allows sharing knowledge from outside and inside in real-time and reduces barriers between clients and intermediate costs. Other researches states that information from social networks is inaccurate and distorted because sources are unreliable and that, although it helps innovation, it did not translate into financial benefits [54]. Kurnia and Er [55] explain that successful social media usage depends on the interest and condition of the company planning to implement usable platforms. Despite these differences, there is some agreement about the effects on the organization. To begin with, social networks enable better engagement between employees and designers with clients because they receive information about preferences, allowing for demand forecasting and follow-up purchasing.
activities. As a result, the areas of marketing, sales and customer management reduce their costs and cut down on physical transportation [56]. Thus, the information from external actors can be used with big data and analytics to improve the current products. In addition, the labour productivity generated is explained by the quality of knowledge acquired from social networks [57], that is, more creativity emerges in the workplace. According to this evidence, we propose the following hypotheses:

Hypothesis 7a: There is a positive relationship between a firm’s net sales and the use of social networks.
Hypothesis 7b: There is a positive relationship between a firm’s labour productivity and the use of social networks.

2.1.4 Extracnet and Enterprise Information Systems

To date, little evidence has been collected for e-business and DTs, such as Extranet, ERP, CRM, and other basic information-sharing services [58]. While intranet is created for internal use, extranets connect to other actors outside the company. Vlosky et al. [59] explain that an extranet is a network that links business partners to another over the internet. Suppliers, customers, or other trading partners are linked to exchange various types of information. A study by Paswan et al. [60] suggests that the standardized data exchange with trading partners has a positive influence on labour productivity because firms integrate their business processes, especially in B2B and e-commerce. With suppliers, for instance, extranet gives the ability to place and secure orders in a transparent system where inventory levels and forecasts are transparent and accessible, creating online partnerships. With customers, extranet increases loyalty, commitment, and confidence [61], which in the long-term gives competitive advantage. Based on this evidence, we propose the following hypotheses:

Hypothesis 8a: There is a positive relationship between a firm’s net sales and the use of extranet.
Hypothesis 8b: There is a positive relationship between a firm’s labour productivity and the use of extranet.

Enterprise Information Systems (EIS) is essential for companies. For instance, enterprise resource planning (ERP) and customer relationship management (CRM), two of the most widely implemented business software platforms, allows this integration. Both support core corporate activities by incorporating best practices and information to facilitate rapid decision-making, cost reduction and greater material control [62]. A tangible benefit of these systems includes results in business process, mainly by increasing productivity. Karimi et al. [58] found that successful ERP implementation helps business efficiency, effectiveness, and flexibility because it reduces cost and cycle time, improves decision making and planning, and enables external linkages to customers and suppliers. The operational efficiency of an individual worker is related to the amount of time it takes to do a job. With ERP they can access data simultaneously, using less time to do a job. However, a successful ERP implementation requires sufficient and appropriate training, reliable internet connection, involvement of end-users, change management, as well as sufficient demonstration of the prospective ERP system [63]. CRM is more related to the evidence that confirms an increase in market shares and sale growth rates because the systems lead to a quick reaction to market opportunities [64] and enables the creation of opportunities and managing relationships. Based on this evidence, we propose the following hypotheses:

Hypothesis 9a: There is a positive relationship between a firm’s net sales and the use of enterprise information systems.
Hypothesis 9b: There is a positive relationship between a firm’s labour productivity and the use of enterprise information systems.

2.2 Other Characteristics of the Firm

In general terms, other characteristics of the firm, such as age, size, industry, and even gender of the managers, are useful in understanding the relationships between ICT adoptions and a firm’s net sales and productivity. For instance, if we consider the age of the company as a proxy for experience, it could be argued that old companies are more likely to adopt ICTs than younger companies. In fact, formalization in the context of ICT is considered a technological strategy
within the company, which includes organizational planning and preparation [65]. This means determining how, why, and what improvements and benefits those technologies will bring to the company and then analysing needs and objectives in computing and conceiving a strategy for the long-term. It is a very essential factor in leading to the success and rapid spread of ICT adoption [66]. However, there is no consensus in these respects [3]. Accordingly, we present the following hypotheses:

Hypothesis 10a: The age of the firm has a positive relationship with the firm’s net sales.
Hypothesis 10b: The age of the firm has a positive relationship with the firm’s labour productivity.

In relative terms, the larger sized company has similar positive relationships due to it being related to the capabilities and resources available for ICT adoptions. In this regard, size is a fundamental factor directly influencing ICT; for example, SMEs are mostly dependent on external interactions for ICT adoption because of their critical size [67]. Previous research has emphasized that business size is the most important discriminant for the adoption or non-adoption of ICT [68]. In any case, literature has not reached a consensus about this relationship [3]. However, there is stronger evidence for a positive relationship between firm size, ICT adoption and firm performance. Accordingly, we present the following hypotheses:

Hypothesis 11a: The size of the firm has a positive relationship with the firm’s net sales.
Hypothesis 11b: The size of the firm has a positive relationship with the firm’s labour productivity.

Gender diversity literature acknowledges that firms with greater gender diversity in top management teams show lower risk and deliver better performance [69]. Specifically, the proportion of women in top management tends to have positive effects on a firms’ performance [70]. Furthermore, recent empirical research on digital transformation has shown the role of top management and their experience and skills in promoting and executing digital transformation [71]. Thus, the level of technological awareness at decision-making levels also affects the incorporation of ICTs [72]. In any case, it was decided to incorporate this variable since, at the regional level, creative and cultural industries are one of the sectors with the highest numbers of working women. Accordingly, we present the following hypotheses:

Hypothesis 12a: Higher proportion of female manager’s has a positive relationship with a firm’s net sales.
Hypothesis 12b: Higher proportion of female manager’s has a positive relationship with a firm’s labour productivity.

Finally, several studies in different countries have considered that business type and sector of activity are among the factors influencing ICT adoption and performance. For many years, business type has also played a large part in deciding the structure and architecture of ICT, that is, barriers influencing ICT adoption in production companies are different from those of service companies. In this respect, Thong and Yap [73] have noted that the sectors with the greatest intensity of information activities tend to adopt ICT more than those which are less intense. Therefore, the particularities related to the sector or branch of activity can affect both the process of incorporating ICTs and the firm’s performance [18]. Accordingly, we present the following hypotheses:

Hypothesis 13a: Creative firms have a greater positive effect on the relationship between the use of digital technologies and net sales than manufacturing firms.
Hypothesis 13b: Creative firms have a greater positive effect on the relationship between the use of digital technologies and labour productivity than manufacturing firms.

Figure 1 presents the hypotheses formulated in a research model.
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3. Data Collection and Methodology

3.1 Data Description

The data is obtained from the National Enterprises Survey in Peru (ENE, by its acronym in Spanish) in 2015. For its part, the ENE data is collected by the Institute of Statistics and Informatics of Peru every three years. The survey consists of an exhaustive questionnaire oriented to obtain information on the business environment of the firms through direct face-to-face surveys with firm managers and owners who participate in the company’s decision-making. The population of the survey is made up of large, medium, and small Peruvian companies totalling 13,592 companies from all industries except for the education and health industries. The ENE uses stratified random sampling by location, size, industry, and other country-specific information. In accordance with our research objectives (to know whether there is a relationship between the use of digital technologies and the firms’ net sales and productivity), the final sample used consists of 979 firms from the creative industry and 1,991 manufacturing firms.

Table 1. Sample composition

<table>
<thead>
<tr>
<th>Characteristics of the firm</th>
<th>Creative Industries</th>
<th>Manufacturing</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>%</td>
<td>#</td>
</tr>
<tr>
<td>Firm size by worker number</td>
<td>Micro</td>
<td>Small</td>
</tr>
<tr>
<td>#</td>
<td>433</td>
<td>372</td>
</tr>
<tr>
<td>%</td>
<td>44.24</td>
<td>38.00</td>
</tr>
<tr>
<td>Total</td>
<td>979</td>
<td>1991</td>
</tr>
<tr>
<td>Note: 1/ Include managers and employees (permanents and temporary)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Source: Own elaboration from ENE (2015).</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.2 Description of Variables

There are two dependent variables: net sales and labour productivity. The first is calculated as the total net sales of products and services of the companies, and the second is calculated as the ratio of net sales per worker considering only the permanent staff of the company. This measure aims to proxy firm efficiency in using production inputs, thereby providing a basis to compare performance across firms [74]. The independent variables are nine types of DT that approximate the degree of digitization achieved by the company in the back office (intranet, digital training, and digital consulting), in the front office (websites, online selling and social networks), as well as for both types (broadband, extranet and enterprise information systems). To control heterogeneity across the sample, we include age, size, and gender. Table 2 provides a definition of the variables used in the study, whilst Tables 3 and 4 present the summary statistics of those variables and the results of the differences in means tests for creative and manufacturing firms.

Table 2. Definition of variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Scales</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net Sales</td>
<td>Net sales of products/services</td>
<td>Logarithm</td>
</tr>
<tr>
<td>Labour Productivity</td>
<td>Net sales per total workers (only managers and permanent)</td>
<td>Logarithm</td>
</tr>
<tr>
<td>Broadband</td>
<td>A value of 1 indicates that the firm reported that they have internet with broadband; 0 otherwise</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>Intranet</td>
<td>A value of 1 indicates that the firm reported that they have intranet; 0 otherwise</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>Digital Training</td>
<td>A value of 1 indicates that the firm reported that they invest in digital training for their workers or owners; 0 otherwise</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>Digital Consulting</td>
<td>A value of 1 indicates that the firm reported that they invest in digital consulting; 0 otherwise</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>Website</td>
<td>A value of 1 indicates that the firm reported that they have a website; 0 otherwise</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>Online Selling</td>
<td>A value of 1 indicates that the firm reported that they sell products or services online; 0 otherwise</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>Social Networks</td>
<td>A value of 1 indicates that the firm reported that they have a social network account on Facebook or Twitter; 0 otherwise</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>Extranet</td>
<td>A value of 1 indicates that the firm reported that they have extranet; 0 otherwise</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>Enterprise Information Systems</td>
<td>A value of 1 indicates that the firm reported that they have enterprise information systems; 0 otherwise</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>Firm’s Age</td>
<td>Time from foundation of the firm, except firms with three or less years</td>
<td>Logarithm</td>
</tr>
<tr>
<td>Firm’s Size</td>
<td>Number of total workers (only managers and permanent workers)</td>
<td>Logarithm</td>
</tr>
<tr>
<td>Manager’s Gender</td>
<td>Percentage of executive women</td>
<td>Logarithm</td>
</tr>
</tbody>
</table>

Table 3. Summary statistics

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1) Manufacturing Industry</th>
<th>(2) Creative Industry</th>
<th>(3) Difference in Means</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean  SD</td>
<td>Mean  SD</td>
<td>Diff. t-test  p-value</td>
</tr>
<tr>
<td>Broadband</td>
<td>0.314 0.28</td>
<td>0.87 0.337</td>
<td>0.044 1.358 *</td>
</tr>
<tr>
<td>Intranet</td>
<td>0.362 0.481</td>
<td>0.375 0.485</td>
<td>-0.012 -0.309</td>
</tr>
<tr>
<td>Digital Training</td>
<td>0.302 0.459</td>
<td>0.41 0.493</td>
<td>-0.107 -2.846 ***</td>
</tr>
<tr>
<td>Digital Consulting</td>
<td>0.274 0.446</td>
<td>0.23 0.421</td>
<td>0.044 1.236</td>
</tr>
<tr>
<td>Website</td>
<td>0.721 0.448</td>
<td>0.745 0.436</td>
<td>-0.023 -0.659</td>
</tr>
<tr>
<td>Online Selling</td>
<td>0.247 0.431</td>
<td>0.365 0.482</td>
<td>-0.117 -3.259 ***</td>
</tr>
<tr>
<td>Social Networks</td>
<td>0.389 0.487</td>
<td>0.515 0.487</td>
<td>-0.226 -5.709 ***</td>
</tr>
<tr>
<td>Extranet</td>
<td>0.129 0.335</td>
<td>0.115 0.319</td>
<td>0.014 0.531</td>
</tr>
<tr>
<td>Enterprise Information Systems</td>
<td>0.9 0.299</td>
<td>0.84 0.367</td>
<td>0.06 2.348 **</td>
</tr>
</tbody>
</table>

Note: The CIIU 3211 is excluded because it is common in both industries. P-value significant at 99%, 95%, and 90%. SD: standard deviation.
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Table 4. Summary statistics in Levels

<table>
<thead>
<tr>
<th>Variables</th>
<th>Manufacturing Industry</th>
<th>Creative Industry</th>
<th>Difference in Means</th>
<th>t-test</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (1)</td>
<td>Mean (2)</td>
<td>Diff.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SD (1)</td>
<td>SD (2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net Sales</td>
<td>1.46e+08</td>
<td>3.26e+07</td>
<td>1.13e+08</td>
<td>2.008</td>
<td>**</td>
</tr>
<tr>
<td>Labour Productivity</td>
<td>881258.4</td>
<td>466528</td>
<td>414730.4</td>
<td>1.0752</td>
<td>**</td>
</tr>
<tr>
<td>Firm’s Size</td>
<td>242.915</td>
<td>95.005</td>
<td>147.910</td>
<td>3.929</td>
<td>***</td>
</tr>
<tr>
<td>Firm’s Age</td>
<td>23.023</td>
<td>17.675</td>
<td>5.348</td>
<td>3.866</td>
<td>***</td>
</tr>
<tr>
<td>Manager’s Gender</td>
<td>.438</td>
<td>.507</td>
<td>-0.068</td>
<td>-3.148</td>
<td>***</td>
</tr>
</tbody>
</table>

Note: The CIIU 3211 is excluded because it is common in both industries. P-value significant at 99%**, 95%**, and 90%* SD: standard deviation.

3.3 Method and Regression Model

In accordance with our research objectives, we estimate the effects of DT adoption on two firm performance proxies through the OLS method. Thus, the models took the following form in the case of firm productivity:

$$\text{Productivity}_i = \beta_0 + \beta_1 \ast \text{DT}_i + \beta_2 \ast \theta_i + \epsilon_i \tag{1}$$

where the sub-index $i$ refers to the firm. DT is a vector that grouped the nine proxy variables of digital technologies that were presented in Figure 1 (broadband, intranet, digital training, digital consulting, website, online selling, social networks, extranet, enterprise information systems). $\theta_1$ is a vector of control variables, such as firm age, size, and gender. $\epsilon_1$ is the error term. To support the hypotheses, $\beta_1$ and $\beta_2$ need to be positive. An alternative model is estimated considering the net sales of the company as a dependent variable.

4. Result and Discussion

The results indicate that some DTs are important determinants for the net sales and performance of the companies. Table 5 shows the results of the models estimated through the OLS method, both for creative and manufacturing industries. In columns 1 and 2 the effects of the use of DTs are estimated with respect to the net sales of the companies, and columns 3 and 4 with respect to labour productivity. First, if we analyse column 1, we can see that the use of almost all DTs analysed (broadband, intranet, digital training, digital consulting, websites, extranet, and enterprise information systems) has a positive relationship on the net sales of companies in the creative industry. Therefore, these results support hypotheses 1a, 2a, 4a, 5a, 8a, 9a, respectively and are consistent with previous studies [3,33,39,61,64]. However, we found that digital training, online selling, and social networks have negative relationships. One possible explanation could be not only the low adoption of these technologies (41% and 37%), but probably also scarce digital capabilities [34] and companies that do not effectively manage their social networks, as evidenced in previous studies [54]. Furthermore, it is important to note that the firm’s age, size, and manager’s gender also have a positive relationship. Therefore, these results support hypotheses 10a, 11a and 12a, respectively. Thus, these results suggest that large firm in the creative industry with experience in the market and with some proportion of female managers position can affect positively on their net sales, in addition to the use of DT. In this way, our results are consistent with previous studies [65,68,70,71].

Second, if we look at column 2, we can see that the use of almost all DTs analysed (broadband, digital consulting, websites, extranet, and enterprise information systems) has a positive relationship on the net sales of manufacturing companies. Therefore, these results support hypotheses 1a, 4a, 5a, 8a, 9a, respectively and are consistent with previous studies [3,39,61,64]. However, we found that online selling and social networks have negative relationships. One possible explanation could be not only the low adoption of these technologies (25% and 39%), but probably also scarce digital capabilities [34] and companies that do not effectively manage their social networks, as evidenced in previous studies [54]. Furthermore, it is important to note that the firm’s age, size, and manager’s gender also have a positive relationship. Therefore, these results support hypotheses 10a, 11a and 12a, respectively. Thus, these results suggest that large firm in the creative industry with experience in the market and with some proportion of female managers position can affect positively on their net sales, in addition to the use of DT. In this way, our results are consistent with previous studies [65,68,70,71].
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This argument can also be used in the case of the use of intranet and digital training (36% and 30%), since they do not present statistical significance. Furthermore, it is important to note that both age and size of the firms also have positive relationships. Thus, these results support hypotheses 10a and 11a, respectively. Therefore, these results suggest that large manufacturing firms with experience in the market can affect positively their net sales, in addition to the use of DT. However, the low proportion of female manager position has a negative relationship. In this way, these results concur with previous studies [65,68,70,71]. At this point, it is important to mention that the RMSE in both models (1 and 2) according to net sales shows satisfactory significance (0.998 and 1.157) and the R square (0.68 and 0.72) is considerably strong [75], respectively.

Table 5. Regression Models

<table>
<thead>
<tr>
<th>Variables</th>
<th>Creatives Industries (Net Sales)</th>
<th>Manufacturing (Net Sales)</th>
<th>Creatives Industries (Labour Productivity)</th>
<th>Manufacturing (Labour Productivity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadband</td>
<td>0.30*** (0.10)</td>
<td>1.16*** (0.09)</td>
<td>0.30*** (0.10)</td>
<td>1.16*** (0.09)</td>
</tr>
<tr>
<td>Intranet</td>
<td>0.51*** (0.09)</td>
<td>0.10 (0.07)</td>
<td>0.51*** (0.08)</td>
<td>0.07 (0.07)</td>
</tr>
<tr>
<td>Digital Training</td>
<td>-0.22** (0.09)</td>
<td>-0.10 (0.09)</td>
<td>-0.22** (0.09)</td>
<td>-0.10 (0.09)</td>
</tr>
<tr>
<td>Digital Consulting</td>
<td>0.34*** (0.10)</td>
<td>0.24*** (0.07)</td>
<td>0.34*** (0.10)</td>
<td>0.24*** (0.07)</td>
</tr>
<tr>
<td>Website</td>
<td>0.28*** (0.11)</td>
<td>0.24*** (0.06)</td>
<td>0.28*** (0.11)</td>
<td>0.24*** (0.06)</td>
</tr>
<tr>
<td>Online Selling</td>
<td>-0.19** (0.09)</td>
<td>-0.24*** (0.06)</td>
<td>-0.19** (0.09)</td>
<td>-0.24*** (0.06)</td>
</tr>
<tr>
<td>Social Networks</td>
<td>-0.48*** (0.08)</td>
<td>-0.29*** (0.06)</td>
<td>-0.48*** (0.08)</td>
<td>-0.29*** (0.06)</td>
</tr>
<tr>
<td>Extranet</td>
<td>0.99*** (0.17)</td>
<td>1.11*** (0.13)</td>
<td>0.99*** (0.17)</td>
<td>1.11*** (0.13)</td>
</tr>
<tr>
<td>Enterprise Information Systems</td>
<td>0.35*** (0.10)</td>
<td>0.37*** (0.08)</td>
<td>0.35*** (0.10)</td>
<td>0.37*** (0.08)</td>
</tr>
<tr>
<td>Firm’s Age</td>
<td>0.32*** (0.06)</td>
<td>0.55*** (0.04)</td>
<td>0.32*** (0.06)</td>
<td>0.55*** (0.04)</td>
</tr>
<tr>
<td>Firm’s Size</td>
<td>0.94*** (0.03)</td>
<td>0.74*** (0.03)</td>
<td>0.94*** (0.03)</td>
<td>0.74*** (0.03)</td>
</tr>
<tr>
<td>Manager’s Gender</td>
<td>0.29*** (0.07)</td>
<td>-0.51*** (0.06)</td>
<td>0.29*** (0.07)</td>
<td>-0.51*** (0.06)</td>
</tr>
<tr>
<td>Constant</td>
<td>10.55*** (0.17)</td>
<td>9.31*** (0.13)</td>
<td>10.55*** (0.17)</td>
<td>9.31*** (0.13)</td>
</tr>
</tbody>
</table>

N: 979, 1,991, 979, 1,991
R-squared: 0.68, 0.72, 0.27, 0.27
Adj. R-squared: 0.679, 0.719, 0.626, 0.626
Root MSE: 0.998, 1.157, 0.998, 1.157
Wald chi2: 173.5, 425, 30.39, 61.65

Note: Coefficients estimated to be significant at 99%***, 95%**, and 90%*, SD in parentheses.

Third, if we focus on column 3, we can see that the use of almost all DTs analysed (broadband, intranet, digital consulting, website, extranet, and enterprise information systems), have a positive relationship with the labour productivity of companies in the creative industries. Therefore, these results support hypotheses 1b, 2b, 4b, 5b, 8b, 9b, respectively and are consistent with previous studies [32,33,36,47,58,60,62]. However, we found that certain DTs have negative relationships, such as digital training, online selling, and social networks. Perhaps one reason could be the low adoption of these technologies (41% and 37%), or maybe scarce digital capabilities [34] or training courses should accommodate the more wide-ranging needs of those targeted for inclusion, especially older workers and women who are sometimes left out in organizations, which creates digital inequality [35], and companies who do not effectively manage their social networks, as evidenced in previous studies where it was found that this technologies did not
translate into financial benefits [54]. Furthermore, it is important to note that both firm age and manager’s gender also have a positive relationship. Thus, these results support hypotheses 10b and 12b, respectively. However, firm’s size has a negative relationship. So, it seems that creative SMEs with at least one woman as managers can affect positively on their productivity, in addition to the use of DTs. Thus, our results are consistent with previous studies [3,6,60,71,72].

Fourth, if we focus on column 4, we can see that the use of almost all DTs (broadband, digital consulting, websites, extranet, and enterprise information systems) have a positive relationship with the labour productivity of manufacturing companies. Therefore, these results support hypotheses 1b, 4b, 5b, 8b and 9b, respectively and are in line with previous studies [32,36,47,58,60,62]. However, we found that certain DTs have a negative relationship, such as online selling and social networks. Regarding online selling, probably there are still several technical and non-technical limitations that prevent organizations getting all the benefits [50]. In this study, only 25% of the companies use this sales channel. In addition, like in recent studies, manufacturing companies show that social networks mainly effect creativity, job satisfaction and motivation, but not productivity [54]. Moreover, we found that both the use of the intranet and investments in digital training do not present statistical significance. Perhaps, among other things, this is because their use is also scarce, only 36% and 30% of manufacturing companies carried out these activities, respectively. Furthermore, it is important to note that the firm’s age also has a positive relationship, thus, this result supports hypotheses 10b. Nevertheless, both the size of the firm and the manager’s gender have negative relationships. These results suggest that manufacturing firms with experience in the market can affect positively on their productivity, in addition to the use of DTs. Furthermore, it seems that large manufacturing firms with low proportion of female managerial position may be prone to not adopting these DTs. Thus, our results are consistent with previous studies [3,6,5,70,72]. At this point, it is important to mention that the RMSE in both models (3 and 4) according to labour productivity shows satisfactory significance (0.998 and 1.157) and the R square (0.27) is slightly moderate [75], respectively.

Fifth, if we make a comparative analysis between the creative and manufacturing industries, with respect to net sales (columns 1 and 2), we can see some differences. For example, large creative firms with experience in the market, some proportion of female managerial position and those that adopt DTs (broadband, intranet, digital consulting, websites, extranet and enterprise information systems), have positive relationships with a firms’ net sales, while large manufacturers with experience in the market, with low proportion of female manager position and adopt DTs (broadband, digital consulting, websites, extranet and enterprise information systems), have positive relationships with a firms’ net sales. Despite this, creative firms use a greater number of DTs that have positive and significant relationships with net sales compared to manufacturing firms. Therefore, the results support hypothesis 13a. In addition, if we focus on labour productivity (columns 3 and 4), the results show that there are slight differences. For example, creative SMEs with experience in the market, some proportion of female managerial position and those that adopt DTs (broadband, intranet, digital consulting, websites, extranet and enterprise information systems), have positive relationships with their labour productivity, while SME manufacturers with experience in the market, a low proportion of female managerial position and those who adopt DTs (broadband, digital consulting, website, extranet and enterprise information systems), have positive relationships with their labour productivity. Despite this, creative firms use a greater number of DT and have positive and significant relationships with labour productivity compared to manufacturing firms. Thus, these results support hypothesis 13b. In any case, we can affirm that the particularities related to the activities of the company can affect the adoption of DTs [20,73] and in turn, these influence on the performance of the companies [18].

Lastly, it’s important to mention that the mere existence of a technology may not secure the outcomes or performance desired, thus, digital capabilities are necessary to effectively compete in a digital age [13]. Although recent empirical research has suggested which dynamic capabilities are necessary to compete in a digital economy [77,78] and has identified a range of sub-capabilities of those capabilities; it remains unexplored in the academic literature [13]. Unfortunately, our research could not measure these capabilities due to a lack of available data in the survey.
5. Conclusions

From a theoretical perspective, this article not only contributes to the technology adoption approach by reinforcing the arguments that digital technologies can affect the firm’s performance [2,14,22,25] but also that this relationship may be different depending on the manager’s gender [70,71,72], the size of the firm [3,66,67] and the industry [18,73]. In that sense, our study contributes empirically to showing that there is a positive relationship between the use of digital technologies and the net sales and productivity of the companies. Our results tested these theories originating in developed countries in the Peruvian context. The empirical analysis is based on a sample of 2,970 Peruvian companies from creative and manufacturing industries. We found that there are differences in adoption of DTs between both industries, where most of the digital technologies are positively related to net sales and productivity in creative industries rather than manufacturing firms. Furthermore, a more detailed analysis of these relationships shows that the greater the number of DTs used, the more positive significant with firms’ performance. Despite this, we found that there are some DTs (online selling and social networks) that have negative significance on a firms’ performance. This is, probably due to the fact that Peruvian companies can present technical, economic and legal barriers, preventing the successful implementation of these DTs, as other literature has recognized [50,55]. Such controversial evidence shows the ongoing debate between the use of DTs and firm performance, due to some dynamic capabilities being necessary to compete in a digital economy [77,78] and the use of DTs perhaps being insufficient.

On the other hand, when we factor in the sample considering the age of the company, the results suggest that firms with experience in the market can positively affect their performance, in addition to the use of DTs. However, the size of the company and the manager’s gender shows controversial results that encourage debate. For instance, our results show that large firms are prone to positively affect firms’ net sales, while SMEs are prone to affect firms’ productivity in both industries. Instead, in the manager’s gender, some proportion of female managerial position have positive relationships with a firms’ performance in creative industries, in addition to the use of DTs, while the low proportion of female managerial position have negative relationships with performance in manufacturing firms. Thus, it would be relevant for future research to try to clarify these arguments and identify what practices or strategies are carried out by these companies in these respects, especially, when top management support in digital transformation may have positive or negative effects [79].

In practical implication terms, our results suggest that almost all DTs have a positive effect on net sales and productivity. However, these relationships can be different depending on the manager’s gender, the size of the firm and the industry, as we mentioned above. Therefore, companies in both industries should improve their implementation of DTs, especially in the use of online selling and social networks, by proper management of the technology portfolio and capabilities [80]. Thus, the alignment between the functionality of digital technologies and organizational strategies is needed in order to take advantage of digital technologies [1], which requires suitable strengthening of workers’ digital capabilities [13,80]. Additionally, more policy efforts should be put into making promoting gender diversity in top management positions. Similarly, the adoption of DTs may also require ad hoc policies, to the extent that they strongly associate with innovation processes within the company [81]. In that sense, the creation of advanced services should be encouraged to link innovation in manufacturing firms, especially to foster the servitization strategy [82], digital transformation [83] and industry 4.0 [84].

Lastly, this study has limitations that should be highlighted. First, despite the ENE survey being used, the low number of key variable observations limits the analysis at the intra-industry level, allowing only interpretations of the industry as a whole. Second, due to the timeline of the survey, which is cross-sectional in nature, our study does not assess digitalization dynamics, so future studies should focus on this issue. Lastly, because there may be other factors that have not been included in our models (especially digital capabilities), future research should corroborate our results in specific contexts in emerging countries.
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